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1-line abstract: We suggest 10 questions to guide reflection and assessment of the “good” in 
robotics projects 
 
Paper:  
In July 2023, the UN’s AI for Good Global Summit displayed over 50 robots to members of the 
public, UN staff and policy makers, and the media. Along with invited speakers from academia, 
industry, and government, these robots were meant to demonstrate how emerging technologies 
can benefit society. As robotics researchers participating in this meeting, we were struck by 
tensions in how social “good” was defined in relation to robotic technology [1]. In particular, we 
noted several humanoid robots presented as imminent Artificial General Intelligence solutions to 
the rising need for eldercare, supporting creativity, companionship, service, and assistance. 
Robots that were being partially remote controlled were described as autonomous; some 
developers shifted responsibility for answering questions about the ethical impacts of their 
projects to the robots themselves. The resulting discourse around these robots did not provide 
an honest and clear vision of what robots can really do or how they could, realistically and 
responsibly, lead toward societal “good”.  
 
This led us to question what “good” means in the context of robotics. Some robotic applications 
might seem inherently good for society, such as disaster relief, educational, healthcare, and 
assistive robots. All sorts of robotics research and development can, however, be “laundered” 
and cast as “good” by tenuously relating it to these applications. We need to be much more 
specific and explicit about how robotics will lead to measurable benefits and for whom before we 

This article has been published and should be cited as: 
 

Šabanović, S., Charisi, V., Belpaeme, T., Bethel, C. L., Matarić, M., Murphy, R., 
& Levy-Tzedek, S. (2023). “Robots for good”: Ten defining questions. Science 
Robotics, 8(84), eadl4238. 

This is the authors version; the published version can be accessed at:  
https://www.science.org/doi/10.1126/scirobotics.adl4238 



call it “good” for society. We first need to operationally define what “good” is, what values we 
embed in such technology, and how we can be transparent in the choices we make. We need to 
consider how we are communicating the values, choices, and expected “good” outcomes 
related to robots to different audiences, taking into account their technology literacy, lived 
experiences, and expectations. We acknowledge that when we mention “good”, we are 
speaking about several “goods” – to the user, to the public, to science, to economics, to national 
security, among others – that might be complementary or in conflict with one another.  
 
We present a (non-exhaustive) series of questions that every “robotics-for-good” project should 
return to repeatedly throughout its development, and that the broader community (you too, 
Reviewer 2) can use to critically consider projects which claim they are for the societal “good.” 
These are also questions that robotics projects should explicitly address in the communication 
of their work. We caution that these questions are meant to help robotics developers be more 
reflective of the strengths and limitations of their work, and are not meant as a checklist for 
certifying “good”.   
 
How did you come up with a definition for “good” in your project, and what specific 
societal “goods” will it lead to? Your project might be motivated by an evidenced-based 
demand pull from the target community, by an “innovation push” from foundational scientific 
advances, or by other motives.  
 
Who is this actually good for? Identify the explicit end-users that your robot can assist, such 
as affluent older adults who can afford the technology, as well as others who stand to benefit 
from the project implicitly, such as developers or employers. Also explain in what specific 
ways is the project good for these populations? For example, the robot might aim to enable 
functional improvement of motor/social skills in users [2], or lead to improved work efficiency in 
an organization. 
 
Who is this project not good for, and in what ways? Workers may experience a change in 
their workload when a robot is introduced, or bias toward women may be encouraged by the 
deployment of gendered technologies [3]. The robot may also not be accessible to certain 
populations due to cost, maintenance needs, or other design features [4]. 
 
How do you measure whether the outcome of the robot is good or not? Be specific about 
whether you need to track behavioral, functional, psychological, and social change in users, and 
how you will measure these changes via clinical scales, self-report questionnaires, interviews, 
or other methods [5].  
 
Which stakeholders were involved in the design? State whether end-users, their caregivers, 
clinicians, educators [6], managers, policy makers, or other groups were involved in the design 
process, how they were involved, and what stages of design they were involved in, including 
developing initial design ideas, iterative user testing, and final evaluations. 
 



What are the limitations of the robot – what can it not do? Be transparent about the robot’s 
sensing and reasoning capabilities, particularly those that might be misinterpreted by users 
(such as displaying emotions) [7]. This will ensure that everyone has a clearer view of what the 
robot can achieve and how its functions need to be supported by others, including users, 
informal caregivers, and staff who handle and maintain the robot. 
 
What are the potential negative consequences of the robot? Consider whether the robot’s 
use may result in perpetuating biases [8], socially isolating users, causing psychological, 
emotional, or social dependence, or hidden costs for maintenance, wireless infrastructure 
support, training, and outages [9]. 
 
What structures need to be put in place to guard against the potential negative 
consequences, and by whom? It may be necessary to develop policy guidelines and 
regulatory frameworks that can created by the UN, IEEE, national and local governments, or 
other institutions, to ensure safe, inclusive, and equitable use of robots [10].  
 
How have you protected the users against the potential harms of the robot? Consider how 
to address concerns regarding legal liability, or include fail-safes for the robot’s operation with 
redundancy. 
 
How and to what degree do you make the capabilities, limitations, potential 
consequences, biases of the robot transparent to specific audiences? The design and 
presentation of the robot may be constructed to guard against misperception. On the other 
hand, you may choose not to be fully transparent if you expect that to produce greater benefit to 
users; in that case, you should make clear why the degree of transparency you choose in your 
design is “good” for users and society more broadly.  
 
We recognize robots are not inherently good or bad, which is why these questions focus not on 
the technology alone but on the people that develop it, their values and goals, the ways and 
contexts in which robots will be used, and the societal norms and regulations that need to be in 
place to ensure “good” (or at least better) outcomes. We recognize these can be difficult 
questions to answer, but it is important to start asking them regularly and openly before robots 
come into broader use. We want to inspire developers to engage in ethical reflection and 
consideration of “good” very specifically, not just as a general idea that is difficult to assess. 
Developers should be ready to assume responsibility through answering these questions 
regarding the later uses of the robots they design, and their consequences. Equally importantly, 
societal stakeholders should be more regularly involved in discussions about robot development 
to provide their knowledgeable perspectives; regulatory bodies and international institutions like 
the UN should insist on in-depth consideration of these tensions and how we can address them 
in the design and application of future robots, alongside environmental consideration of 
technology development. Just because we can build new robots, doesn’t mean we should, if we 
are not clear on exactly how they will be “good.”  
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