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Who is LF Al & Data

A growing ecosystem: The barrier to entry in Al is lower u LILPAI & DATA
Landscape
than ever before, thanks to open source software

365+ Projects

The LF Al & Data
Foundation is an
umbrella of The Linux
Foundation that
supports open source
innovation in artificial
intelligence, machine
learning, deep
learning and data
open source projects.
The LF Al & Data
Foundation was
created to support
numerous technical
projects within this
Important space.

3.3M+ GitHub Stars

100K+ Developers

200+ Founding Org

600M+ LoC

BITOL

1M+ LoC / Week

1000s of Contributing
Orgs

LILF Al & DATA 4




Introduction to COIA

On December 18, 2024, under the support and guidance of the world’s largest open-source
foundation — the Linux Foundation, and the China Open Source Software Promotion
Union, the Open Intelligent Computing Industry Alliance was officially launched. It was jointly
initiated by ByteDance, China Mobile, China Unicom, Digital China, H3C, Intel, Alibaba
Cloud, UnionTech Software, ZTE, along with institutes such as Beijing Academy of Artificial
Intelligence (BAAI), China Academy of Information and Communications Technology
(CAICT), the Fourth Electronics Research Institute of the Ministry of Industry and
Information Technology, and Peng Cheng Laboratory.

The Alliance is committed to promoting the adoption of open-source Al and large models in
Chinese industries, incubating more Al application projects, and fostering more unicorn
companies in the field of artificial intelligence.

The Alliance has established a Council, Secretariat, Technical Committee, External Liaison
Committee, Security Committee, and several working groups, as shown in the diagram

below.
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Opportunities of Al implementation

Opportunities

Global large model distribution

19 1%

M USA W China WFrance uKorea UK L Singapore W Canada uJapan u Other

“There are 1,328 basic LLMs in the world”

Quoted from China Academy of Information and Communications Technology's
"Global Digital Economy White Paper (2024)"

We have sufficient foundation LLMs



Challenges of Al implementation

Challenges

Top Barriers to Implement Generative Al Initiatives
Percentage selecting barrier among top three vs. first choice

Technical implementation 28% = Sum of Top 3
Cost of running Generative Al initiatives 26% = 15t choice
Getting the talent required 26%
Governing generative Al 25%
Data availability 25%

Confidentiality and intellectual property
Measuring value

Funding Generative Al initiatives 30/ 23%

Bias and fairness issues
Hallucinations and inaccurate outputs
Finding the right use cases

Obtaining sponsorship

Involving the Business

Cultural resistance

0 Top 3 rank is significantly higher for
24% MNorth America (30%) than Europe (6%)

Solution: Open Ecosystems

Top 3 rank is significantly higher for
Europe (24%) than North America (11%)

0% 30% 60%

n = 114 leaders highly involved in Al, whose orgs are advanced in generative Al adoption, excluding “unsure”
G03: What are the top 3 challenges that your organization has come across when implementing generative Al initiatives?
Source: 2023 Gartner Al in the Enterprise Survey

RESTRICTED DISTRIBUTION
@ 2023 Gartner, Inc. and'or its affilistes. Al rights reserved,



LLM & Agent, shaping a new paradigm in industries
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Introduction to RAG

Retrieval Augmented Generation
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Open source project - OPEA

Prepare Data Build LLMs Deploy & Productize Solution
—p —>
- FarErie Ve Deploy LLMs on E_nterprlse S_ervers/
Create & Manage Data Pipelines . ) . . Services, Retrain with Enterprise Data,
Fine-tune with Vertical-specific Data
Manage & Scale Al Models
Enterprise
Domain Customers
Vectored DB / Framework, GSls OEMs/ODMs
Storage ISVs
Model Developers
Application ISVs Model Aggregators VARs—>NSIs OSVs

Open Platform for Enterprise Al:
Specification, Components, Microservices, Reference Flows, Evaluation & Benchmarks



Chat QnA deployment using OPEA

docker

Compose

2

Conversational Ul

OPEA ChatQnA Backend OPEA RAG Context
Embeddings Retriever VectorDB
microservice microservice microservice Data Prep
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RAG is particularly advantageous when you need a model that is adaptable, efficient, and capable of leveraging external information dynamically,
while fine-tuning may be more suited for scenarios where you have abundant labeled data and specific performance targets.



TERMINAL

nking-serve
Starting model backend
king-server
Starting Bert model on Cpu
| /home/user/.local/lib/python3.11/site-packages/langchain/ init .py:29
UserWarning: Importing LLMChain from langchain root module is no longer supported. Please use langchain.chai
ns.LLMChain instead.

dataprep-pgvector |

dataprep-pgvector

warnings.warn(
dataprep-pgvector | /home/user/.local/lib/python3.11/site-packages/langchain/ init .py:29

UserWarning: Importing PromptTemplate from langchain root module is no longer supported. Please use langchai
n_core.prompts.PromptTemplate instead.

rep-pgvector \ warnings.warn(

| [2024-07-062 ©9:22:52,689] |
| [2024-07-02 09:22:52,690] |
\

[2024-07-02 09:22:52,691] [

INFO] CORS is enabled.
INFO] - Setting up HTTP server
INFO] - Uvicorn server setup on port 600

t
1
dataprep Jea &
t

dataprep-p
7
dataprep INFO:
lataprep-pgvecto INFO: Application startup complete.

Or INFO: Uvicorn running on http://0.0.0.0:6007 (Press CTRL+C to quit)
[2024-07-02 ©9:22:52,710] [ INFO] - HTTP server setup successful

wWaiting for application startup.
taprep
> WARN
Backend does not support a batch size > 4
king-server
forcing “max_batch_requests=4"
inking-server
Invalid hostname, defaulting to 0.0.0.0

Starting HTTP server: ©.90.9.0:80

Ready

tgi-service | WARN We're not u
sing custom kernels.
tgi-service |
tgi-service | WARN Could not 1
mport Flash Attention enabled models: CUDA is not available
tgi-service |
tgi-service
ted at unix:///tmp/text-generation-server-o
tgi-service |
tgi-service |

Shard ready in 8.911167502s 2]
tgi-service |
bserver
tgi-service |

Using the Hugging Face API

tgi-service |

Server star

) shard-manager:

Starting We

Token file not found "/root/.cache/huggingface/t

oken"

tgi-service | ! TNI

Serving revision bdd31cf498d13782cc7497¢ba5896996ce429f91 of model Intel/neural-chat-7b-v3-3
I INFC

Using the Hugging Face API to retrieve tokenizer config

tgi-service |

W wWarming up model

tgi-service

> SSH: 10.223.24.242

Demo — Question for “OSPO for Good 2024”

intel@yogeshl:~/GenAIExamples/ChatQnA/docker/xeon$ docker ps
CONTAINER ID IMAGE

STATUS PORTS
4fbaeaa26975  opea/chatgna-conversation-ui:latest
go Up 9 seconds 0.0.0.0:5174->80/tcp, :::5174->80/tcp
©09d96ce4918  opea/chatqgna-ui:latest
go Up 9 seconds 9.0.0.0:5173->5173/tcp, :::5173->5173/tcp
5205e738b032  opea/chatgna:latest
go Up 10 seconds 0.0.0.0:8888->8888/tcp,
26d63299e595 opea/embedding-tei:latest
go Up 10 seconds ©.0.0.0:6000->6000/tcp,
452f363ad84e opea/llm-tgi:latest
g0 Up 10 seconds 0.0.0.0:9000->9000/tcp,
45f37d4709a2 opea/reranking-tei:latest
go Up 10 seconds ©.0.0.0:8000->8000/tcp,
45a9571abcf8  opea/retriever-pgvector:comps
g0 Up 11 seconds ©0.0.0.0:7000->7000/tcp, :::7000->7000/tcp
969798d3aba6 ghcr.io/huggingface/text-generation-inference:1.4
go Up 11 seconds ©.0.0.0:9009->80/tcp, :::9009->80/tcp
4bd6169828cd  pgvector/pgvector:0.7.08-pgl6
go Up 8 seconds 0.0.0.0:5432->5432/tcp,
f873fd832bsf
go Up 11 seconds ©.0.0.0:6006->80/tcp, :::6006->80/tcp
dc3580ed1168  opea/dataprep-pgvector:latest
go Up 11 seconds 0.0.0.0:6007->6007/tcp,
5e13c4c40227
go Up 11 seconds ©.0.0.0:8808->80/tcp, :::8808->808/tcp
intel@yogeshl:~/GenAIExamples/ChatQnA/docker/xeon$ l

:8888->8888/tcp
: 16000->6000/tcp
::9000->9000/tcp

:8000->8000/tcp

1::5432->5432/tcp

1:1:16007->6007/tcp

ghcr.io/hugangface/text—embeddings—inference:cpu—l.z

ghcr.io/huggingface/text-embeddings-inference:cpu-1.2

COMMAND
NAMES

"nginx -g 'daemon of.."
chatgna-xeon-conversation-ui

"docker-entrypoint.s..”
chatgna-xeon-ui-server

"python chatgna.py”
chatgna-xeon-backend-server

"python embedding_te..”
embedding-tei-server

"python 1lm.py"
11lm-tgi-server

"python reranking_te.."
reranking-tei-xeon-server

"/home/user/comps/re.."
retriever-pgvector

"text-generation-lau..”
tgi-service

"docker-entrypoint.s.."
xeon-pg-vector-db-1
"text-embeddings-rou..”
tei-embedding-server

"python prepare_doc
dataprep-pgvector
"text-embeddings-rou..”
tei-reranking-server

CREATED

11

11

11

11

11

11

11

11

11

11

11

seconds

server

seconds

seconds

seconds

seconds

seconds

seconds

seconds

seconds

seconds

seconds

seconds

r o docker xeon
L (g bash xeon
# bash tests

g bash GenAlComps
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Introduction to Al Agent
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Open source project

Features:

€ Hierarchical multi-agent
collaboration

€ TaskManger is
responsible for the
unified management of
planning and status

€ Agent task level long-
term and short-term
memory, enhanced
planning based on step
level reflection.

€ Support MCP protocol

€ Virtual Machine
Environment

- Co-sight
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Build your own telecom Al agents

Download open-source Al agent frameworks and open- Automated
source LLMs, you can easily deploy carrier grade Al agents. Network

Traffic
Network Optimization
etwor

® Customer Support Assistants: These agents act as virtual customer support Capacity Real-Time
assistants, offering instant responses to common queries and resolving Planning & Network
simple issues. They can handle many customer service tasks, such as billing . 2 Monitoring
inquiries, troubleshooting, and account management, reducing the need Optimizatio
for human intervention.

@ Network Capacity Planning and Optimization: These agents study actual
and past traffic trends in the network to forecast future flow and allocate
resources accordingly. By predicting traffic loads and points of congestion,
they assist the telecom organization in organizing and improving its
communication infrastructure to respond to customers’ increasing
demands. Customer

€ Automated Network Traffic Optimization: Autonomous These agents can Support
actively oversee the network traffic and control it by granting, prioritizing, Assistants
and routing the data bandwidth as it deems fit. This makes it possible to
conserve the network resources, minimize the traffic, and enhance effective
use throughout the network, especially at maximum hours. Add your text
here. Add your text here. Add your text here. Add your text here. Add your
text here.

@ Real-Time Network Monitoring and Issue Resolution: These agents
maintain reliable and near real-time surveillance of network conditions and
conditions that may include bandwidth bottlenecking, network failures, or
intrusions. Once the problem is identified, they can fix it before extending it
to the customer, enhancing network availability.

® Billing and Payment Processing: These agents autonomously handle
customer billing inquiries and payment processing. They ensure customers
are billed accurately and on time while offering seamless payment options,
improving the overall customer experience and reducing the likelihood of LLMs Tools
billing disputes.



Thank you!
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