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 Why it matters: telcos risk wasted investments, regulatory risks, poor user 
experience, and falling behind AI-native competitors.

https://arxiv.org/pdf/2407.09424

https://aclanthology.org/2024.emnlp-industry.45.pdf

https://hbr.org/2025/07/research-executives-who-used-gen-ai-made-worse-predictions?ab=HP-hero-latest-1  

 1. Poor Accuracy on Technical Queries
   Test: GPT-4 & Claude vs. human experts on 'RAN slicing vs. Network 
slicing'
   -  30-40% incorrect responses (Confused 3GPP standards)

 2. Hallucinations in Regulations & Standards
   Test: Asked AI about 5G spectrum policies
    Invented non-existent frequency bands & misquoted ITU rules

 3. Inadequate for Network Troubleshooting
   Real-world trial: AI suggested fixes that would have worsened packet 
loss
    Failed to interpret vendor-specific network KPIs (SNR, RRC success 
rate)

 Telecoms =  Mathematics Olympiad = 

The LLM Effect: Threat or Catalyst for Telecom Growth?

 Executive decision 
co-pilot = 
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Open-Telco LLM 
Benchmarks
The open-source hub of Telco specific 
models, data and evaluation



4GSMA Open-Telco LLM Benchmarks – Blog post - https://huggingface.co/blog/otellm/gsma-benchmarks 

GSMA Open-Telco LLM Benchmarks – Leaderboard - https://huggingface.co/spaces/otellm/open-telecom-llm-leaderboard 
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TeleFamily Benchmark: from Telecom Knowledge to the 
Driving Seat of Network M&O

TeleQnA TeleM&O

10000 multiple choice questions 

aiming to test LLM knowledge 

on telecom networks, from 

research to standard

500 curated QnAs to test 

LLMs on solving problems 

with numerical solutions 

within the telecom domain

New datasets to test agentic 

capabilities, troubleshooting, 

policy management…

https://huggingface.co/datasets/netop/TeleQnA

https://huggingface.co/datasets/netop/TeleMath  

TeleMath

https://huggingface.co/datasets/netop/TeleQnA
https://huggingface.co/datasets/netop/TeleMath


How can we Evaluate the Telecoms Knowledge of a LLM?

A. Maatouk, F. Ayed, N. Piovesan, A. De Domenico, M. Debbah and Z. -Q. Luo, "TeleQnA: A Benchmark Dataset to Assess Large Language Models Telecommunications 

Knowledge," in IEEE Network

Automatic evaluation based on a LLM-generated dataset 

with human in the loop!!!



How can we Evaluate the Telecoms Knowledge of a LLM?

To be published in IEEE Network

A. Maatouk, F. Ayed, N. Piovesan, A. De Domenico, M. Debbah and Z. -Q. Luo, "TeleQnA: A Benchmark Dataset to Assess Large Language Models Telecommunications 

Knowledge," in IEEE Network

https://huggingface.co/netop 

https://huggingface.co/netop


The Telecom Knowledge of GPT

• LLMs exhibit exceptional performance in the 

lexicon category

• LLMs face challenges when confronted with 

more intricate questions related to standards, 

with the highest performing model, GPT-4, 

achieving a modest 64% accuracy in this domain

• LLMs and active professionals exhibit 

comparable performance in general telecom 

knowledge. 

GPT-

3.5

GPT-

4.0

Mistral

-7B

Phi-2 Humans

Lexicon (500) 82.20 86.80 69.2 52.60 80.33

Research overview (2000) 68.50 76.25 65.9 58.38 63.66

Research publications (4500) 70.42 77.62 63.3 54.14 68.33

Standard overview(1000) 64.00 74.40 58.8 48.04 61.66

Standard specifications (2000) 56.97 64.78 49.7 44.27 56.33

Overall accuracy (10000) 67.29 74.91 60.93 52.30 64.86

A. Maatouk, F. Ayed, N. Piovesan, A. De Domenico, M. Debbah and Z. -Q. Luo, "TeleQnA: A Benchmark Dataset to Assess Large Language Models Telecommunications 

Knowledge," in IEEE Network



Benchmarking LLM Capabilities on Telecoms Math 

V Colle, M Sana, N Piovesan, A De Domenico, F Ayed, and M. Debbah, "TeleMath: A Benchmark for Large Language Models in Telecom Mathematical Problem Solving,"

https://arxiv.org/abs/2506.10674 

https://huggingface.co/netop 

https://arxiv.org/abs/2506.10674
https://huggingface.co/netop
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Benchmarking LLM Capabilities on Telecoms Math 

• Reasoning models exhibit 

striking performance

– But their inference cost is 

much larger that the one of 

non-reasoning models

• However, performance are 

still not acceptable for 

specific topics:

– Computer networking

– Telecom Engineering

V Colle, M Sana, N Piovesan, A De Domenico, F Ayed, and M. Debbah, "TeleMath: A Benchmark for Large Language Models in Telecom Mathematical Problem Solving,"

https://arxiv.org/abs/2506.10674 

https://arxiv.org/abs/2506.10674


Benchmarking LLM Capabilities on Telecoms Math 

https://huggingface.co/netop 

Submitted to IEEE Communications

V Colle, M Sana, N Piovesan, A De Domenico, F Ayed, and M. Debbah, "TeleMath: A Benchmark for Large Language Models in Telecom Mathematical Problem Solving,"

https://arxiv.org/abs/2506.10674 

https://huggingface.co/netop
https://arxiv.org/abs/2506.10674


Can LLMs reduce Costs due to Operations on the Field?

• Several thousands of engineers 

are engaged in DT data analysis 

every month, which accounts for 

nearly 25% of the E2E 

workload. 

• In addition to the cost, data 

analysis is complex and lengthy, 

and its results depend on the 

engineers’ experience and 

knowledge.



Can LLMs reduce Costs due to Operations on the Field?

Dataset sample: 

• Analyze the 5G network data. 

• Find the reasons for the low rate (below xxx Mbps) on 

certain segments. 

• Choose the most likely root cause from the following 8 

reasons

GTS: Global Technical Services



Conclusion

LLMs and agents are expected to have large impact on future networks, both from the 

requirements and capabilities perspectives

The telcos ecosystem needs to identify the most relevant use cases for LLMs in telcos, 

and the required functionalities/capabilities proper to telcos (beyond standard NLP)

• Specialized telcos models: Telecom knowledge, coding, reasoning, calculus, etc

Based on these, the industry can define jointly evaluation methodologies:

• Tests, datasets, benchmarking metrics, and platforms

• and creating specialized telcos models

This is just the beginning of the journey



Thank you.

antonio.de.domenico@huawei.com
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