


General models: 75% energy reduction 



For specialised 
tasks: Small models 

over 90% energy 
reduction





The future

• Optimising large models  (e.g. quantisation etc.)
• Using small models  where appropriate 
• More efficient large model architectures (work in progress):

• Mixture of Experts
• Multi Agent
• Sparse and conditional computation
• Retrieval-augmented generation
• Neurosymbolic and brain inspired architectures

• More work needs to be done – designing with efficiency in mind  
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