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Exclusive AI:  
Training Costs

• BERT (Devlin et al, 2019) was trained on 16 servers for 4 days

• RoBERTa (Liu et al., 2019) was trained on 1024 servers for 1 day

• PaLM (Chowdhery et al., 2022) was trained on 10,000 servers for 50 days
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