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AI Infrastructure



Pioneering
Accelerated Computing
Modern computing started sixty years 
ago with the IBM System/360. For the
last decade —as the performance
scaling of general -purpose processing
has slowed while computing demand
has continued —an exponentially
growing performance -to -demand
deficit has built up. NVIDIA accelerated
computing has created a path forward
at just the right time.

Accelerated  computing  starts  with  the
most  advanced  processors  and ends with  
AI factories.  From chip  architecture to  
advanced networking  to  acceleration  
libraries,  NVIDIA builds  the  entire  
computing  system  at  data center  scale to  
produce  intelligence  at  scale.
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Presenter Notes
Presentation Notes
NVIDIA was created to tackle challenges no one else can solve.

Started in 1993, our first big effort was to revolutionize computer graphics.  We invented the Graphics Processing Unit, or GPU, and ushered in the era of advanced graphics and animation

13 years later, we launched CUDA—a tool to make the incredible processing power of GPUs available for other huge challenges—especially supercomputing and AI.

Today, that accelerated computing architecture has advanced to become a new computing architecture.  One that is truly helping us all solve the world’s greatest challenges.

And that includes sustainability…



NVIDIA Powers 
AI Factories

Presenter Notes
Presentation Notes
AI relies primarily on three key ingredients:  data, accelerated servers, and energy.

AI represents a complex set of technologies, and it is easy to get lost in the rapidly-evolving concepts, breakthroughs and features.

But in general, AI really does represent what its name suggests:  it offers intelligence.

Sometimes that intelligence is breathtaking, sometimes it is way off.  But it is improving, and it is becoming useful wherever intelligence is already useful—nearly everywhere.





Sustainable Innovation Across 
the AI Stack



AI Energy Efficiency Gains: Dramatic & Reliable
Energy efficiency in LLM inference has improved 100,000x in 10 years
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Presenter Notes
Presentation Notes
I love this chart, because it offers some powerful data that supports optimism for sustainable AI.

This graph shows the energy required to use AI—otherwise known as AI inference.

Although you can’t see the slope at the right side of the graph very well, the trend in reduction continues.  

This type of efficiency improvement is unprecedented in human history, as far as I know.  In just ten years, we have become 100,000 times more energy efficient for AI inference.  So a workload that would have taken 100,000 watts of energy ten years ago would consume just one watt today.

Just looking at the improvement in the most recent generation of accelerated computing, we achieved a 30x improvement in energy efficiency.  That’s a 97% reduction in energy in just two years.



AI Water Efficiency Gains:  300x
Efficiency -focused innovation leads to reduced water and energy consum pt ion

Many dat acent ers  re ly on chille rs  
and/or evaporat ive  cooling t o keep 
servers  cool. 

These  t radit ional cooling 
t echniques  could be  respons ible  
for up t o 40% of a  dat acent er’s  
energy consum pt ion.

NVIDIA’s  Blackwell p lat form  was  
des igned for direct -t o -chip liquid 
cooling, feas ible  because  of t he  
plat form ’s  high com put e  dens it y.

This  advanced cooling reduces  
wat er consum pt ion by 300x , and 
cont ribut es  t o a  30x  im provem ent  
in energy efficiency for inference. 

Presenter Notes
Presentation Notes
Although the energy efficiency story is probably the most important—especially because it relates to emissions as well—we have seen incredible advancements in water efficiency as well.



Sustainable AI:  Measuring AI’s 
Footprint



AI Is Driving Some Electricity Load Growth
Datacenter load growth is accelerating, but AI still accounts for a small proportion of total electricity demand

Sources :  IEA World  Energy Out look 2024; IEA Energy & AI Report  2025
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Presenter Notes
Presentation Notes
First, I want to put AI in context.



Many AI Datacenters Use Clean Energy
Emissions generated by AI datacenters are generally much lower than other sectors (per MWh)

Source :  IEA Energy & AI Report  2025



Embodied Emissions:  New Data
New cradle -to -gate analysis identifies hotspots for prioritized decarbonization

Source :  NVIDIA/WSP Product  Carbon Foot print  Analys is  (ISO-aligned; t hird -part y reviewed)

Presenter Notes
Presentation Notes
Even though AI is becoming dramatically more efficient, building out AI infrastructure does take resources. So of course we need to manage those impacts.

The first step in managing impacts is to make sure you’re measuring them as accurately as you can.

I’m happy to share that NVIDIA recently published a study—and we have another one coming out within the next week or so—calculating the embodied emissions in our accelerated servers.

As we expected, the data was better than most outside of NVIDIA had anticipated, largely because NVIDIA and our manufacturing partners are working hard to decarbonize.

What you will see with the next report we publish is a significant reduction in emissions/compute capacity. As each generation delivers more compute performance per watt, it also delivers more performance per kg CO2e.



• AI is  s t art ing from  a very sm all base line
• Dat acent ers : ~1.5% of global e lect ricit y 

in  2024
• AI: ~0.3% 

• AI can be  flexible  geographically and 
t em porally

• Mos t  large  AI dat acent er developers  are  
pursuing 100% clean energy 

• AI is  acce lerat ing exis t ing workloads

AI Is Likely Already More 
Sustainable Than You Think

Presenter Notes
Presentation Notes
AI does have a footprint, and that footprint is growing.  And we are trying to be transparent about it and to minimize the impacts.  But there are more reasons to be optimistic about the net impacts.




AI for Sustainability: AI’s Positive 
Impacts



AI in Manufacturing: 
Digital Twins

Foxconn uses Omniverse to  build and 
optimize their  robotic  factories, leading to 
a 30% energy reduction in their new 
manufacturing facility in Gaudalajara, 
Mexico .

Omniverse Digital Twin Real Factory

Presenter Notes
Presentation Notes
Let me start with three concrete use cases where AI is having a significant impact.  An impact that is likely to scale over time as AI capabilities, expertise and availability continue to advance.

Case Study #1:  AI in Manufacturing




AI in Datacenters: 
Cooling and Energy

Google’s DeepMind used machine learning 
to analyze datacenter cooling requirements 
and reduce the energy used for cooling by 
40%.

Presenter Notes
Presentation Notes
Case Study #2:  AI in Datacenters



AI in Nature: Waste 
and Restoration

Startup Clearbot  is using AI and efficient 
battery -powered automated boats to 
collect waste (200 kg/hour) and track 
potential sources for mitigation efforts.

Presenter Notes
Presentation Notes
Case Study #3:  AI in Environmental Management



AI for Sustainability:  Innovation is Rapid
Sustainability efforts are broadly benefitting from access to new intelligence

Material Science and Resource Conservation
Microsoft  ident ified  500,000 bat t e ry 
e lect rolyt es  from  32 m illion pot ent ia l 

m at eria ls

Waste and Recycling
Greyparrot  recognizes  and sort s  recyclable  

m at eria ls  wit h AI

Transportation
NoTraffic uses  AI for road scenarios  t o 

reduce  t raffic and em iss ions

Presenter Notes
Presentation Notes
There are so many more proven examples to discuss… (MSFT, Greyparrot, NoTraffic)

NVIDIA’s Inception program was launched to get AI into the hands of startups.  There are X members in the program, and of those X companies, Y are climate tech or other sustainability enablers.  It turns out that AI’s ability to democratize tech, reduce costs and analyze data is inspiring outsized innovation in sustainability entrepreneurship.  





Earth -2:  A Critical Digital Twin

• Platform enables a quantum leap forward in weather 
and climate modeling

• Combines accelerated computing, AI and visualization 
technologies

• Based on three moonshot goals:
• Efficiently generate high -fidelity data
• Achieve low -latency interaction with exabytes of 

data
• Make climate data accessible

This will take more than a village



AI’s Emissions Impacts: A Reason for Credible Optimism

Source :  IEA Energy & AI Report  2025



Artificial Intelligence:  A Sustainability Moonshot Enabler and 
Accelerator

Innovation in AI could help us innovate our way to long -term sustainability solutions

Green Grid  Acce le ra t ionCarbon Capt ure  & St orage Nuclear Fus ion Quant um  Com put ing

Ocean Regenera t ionClim at e -Pos it ive  Ag Clean Tech Discovery Biodivers it y Res t ora t ion



Thank You
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