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1. Environmental impact
of Al



~2%

Estimated share of Data Centers in global emissions

https://8billiontrees.com/carbon-offsets-credits/carbon-ecological-footprint-calculators/carbon-footprint-of-data-centers/
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Microsoft just announced that their emissions went up by 30% since 2020, largely because of the cost of building new data centers for GenAI 

https://8billiontrees.com/carbon-offsets-credits/carbon-ecological-footprint-calculators/carbon-footprint-of-data-centers/

Not only C02
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Water usage

Complex water consumption model,

with multiple leaking points :

- Scope 1 : datacenter cooling
- Scope 2 : electricity production
- Scope 3 : chips manufacture

— 1 to 9L of water evaporated for
each kWh of electricity.

—> 4.2 to 6 billion m3 each year (half
of UK’s consumption)
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Making Al Less “Thirsty”: Uncovering and Addressing the

Secret Water Footprint of Al Models, Li & al, March 25



https://arxiv.org/pdf/2304.03271
https://arxiv.org/pdf/2304.03271

Artificial intelligence / Machine learning

Training a single Al model
can emit as much carbon
as five cars in their
lifetimes

Common carbon footprint benchmarks

in Ibs of CO2 equivalent

Roundtrip flight b/w NY and SF (1
passenger) | 1,984
Human life (avg. 1 year)

American life (avg. 1 year)

US car including fuel (avg. 1 lifetime) 126,000
Transformer (213M parameters) w/ neural
architecture search 626,155




Above and beyond training

Equipment > Model > Model > Disposal/
Manufacturing Training Development End-of-life

a BigScience initiative

176B params - 59 languages - Open-access



Above and beyond training
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All tasks are not equivalent
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Model emiss

Power Hungry Processing: Watts Driving the Cost of Al Deployment? Sasha Luccioni & al



https://dl.acm.org/doi/pdf/10.1145/3630106.3658542

Key findings

Model emissions (g of CO;)

modality

100M 2

Model size (number of parameters)

BLOOMz-7B BLOOMz-3B BLOOMz-1B BLOOMz-560M
Training energy (kWh) 51,686 17,052
Finetuning energy (kWh) 7,571 1,081
Inference energy (kWh) 1.0 x 1071 3 =10 6.2 x 107°
Cost parity (# inferences) 592,570,000 395,602,740 202 467,741

Table 5. The BLOOMz models from our study with their training energy cost (from [31]), finetuning energy cost (from [34]), inference

cost (from the present study), and cost parity, as the number of inferences required to sum to the training cost.

Modality
matters

Inference
adds up



2. CodeCarbon




Compute Publish Learn Act About

COMPUTE YOUR ML CARBON IMPACT

Machine Learning Emissions Calculator

Choose your hardware, runtime and cloud provider to estimate the carbon impact of your research.

This calculator will give you 2 numbers: the raw carbon emissions produced and the approximate offset
carbon emissions. The latter number depends on the grid used by the cloud provider and we are open to
update our estimates if anything looks inaccurate or outdated.

Also, keep in mind that the estimate provided below does not take datacenter PUE (Power Usage
Effectiveness) into account. To do so, you need to find your datacenter's PUE (by asking your computer
provider or consulting their documentation) and multiply the quantity of carbon emitted provided below by
that number.
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A bit of History

: MLCO2, online tool to quantify ML emissions by
researchers from MILA Research Institute

: CodeCarbon launch, open source python package
to measure any code (not just ML) emissions

: Development of the CodeCarbon APl and
Dashboard with Data For Good

: Creation of a non-profit in France to support the
project
= () mico2 / codecarbon

<> Code (©) Issues 74 11 Pull requests 17 T Discussions () Actions [ Projects 4 00 wiki @ Security 6 |~ Insights
¥ codecarbon  Pui £ EditPins ~ @ Unwatch 20 ~ Y Fork 150  ~ % Starred 949
P master - ¥ 103 Branches > 34 Tags Q6 € t Add file ~ <> Code ~ About

Track emissions from Compute and
recommend ways to reduce their impact
on the environment.

@ benoit-cty Merge pull request #551 from mico2/fix/#547 & jay ) 1,612 Commits

B .conda L cond: last week

@ mico2.github.io/codecarbon
B github

0 Readm
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Hardware energy Electrical mix of
consumption workload data center

GP U Sl S CPU B =

nvidia-smi RAPL RAPL
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https://app.electricitymaps.com/map

Code Carbon main server

The Code Carbon server :

- Collect data from all user by an API
- Store them in a database

- Display them on a dashboard

-

Long term

Code Carbon package users

The Code Carbon package is included in
Python code of the users and send
consumption data to the APl in a regular
basis.

™~ Dashboard ,’

clever cloud



3. Mitigation




Model compression & optimization

Pruning Quantization Distillation

Compilation Batching Caching



Reducing Code’s emissions

Build lighter websites
Pause Copilot when not needed
Keep hardware longer

Use Al systems responsibly
- Smallest model for your
need
Keep you hardware longer

As a data
scientist

Use fine-tuned models
Location and time of trainings
Use optimization tools

like Zeus or Pruna

Keep hardware longer

Pick hosting location according to
carbon intensity
Keep hardware longer
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GPT3.5 vs GPT4 

https://ml.energy/zeus/
https://docs.pruna.ai/

Thanks ! e

8 See you on https://github.com/mlco2/codecarbon ! @ % @ 0 @ fb . I
09 M-

Data For Good

1 clever cloud MMOZ- Ila

Mozilla Tech Fund 2024



https://github.com/mlco2/codecarbon
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