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1. Environmental impact 
of AI 



Estimated share of Data Centers in global emissions 

~2%
IEA : https://8billiontrees.com/carbon-offsets-credits/carbon-ecological-footprint-calculators/carbon-footprint-of-data-centers/
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Microsoft just announced that their emissions went up by 30% since 2020, largely because of the cost of building new data centers for GenAI 

https://8billiontrees.com/carbon-offsets-credits/carbon-ecological-footprint-calculators/carbon-footprint-of-data-centers/


Not only C02
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Complex water consumption model, 
with multiple leaking points : 

- Scope 1 : datacenter cooling
- Scope 2 : electricity production
- Scope 3 : chips manufacture

→ 1 to 9L of water evaporated for 
each kWh of electricity.
→ 4.2 to 6 billion m3 each year (half 
of UK’s consumption)

Water usage

Making AI Less “Thirsty”: Uncovering and Addressing the
Secret Water Footprint of AI Models, Li & al, March 25

https://arxiv.org/pdf/2304.03271
https://arxiv.org/pdf/2304.03271




Above and beyond training



Above and beyond training



All tasks are not equivalent

Power Hungry Processing: Watts Driving the Cost of AI Deployment? Sasha Luccioni & al

https://dl.acm.org/doi/pdf/10.1145/3630106.3658542


Key findings

Modality 
matters

Inference 
adds up



2. CodeCarbon 



2019 : MLC02, online tool to quantify ML emissions by 
researchers from MILA Research Institute 

2020 : CodeCarbon launch, open source python package 
to measure any code (not just ML) emissions 

2021 : Development of the CodeCarbon API and 
Dashboard with Data For Good 

2023 : Creation of a non-profit in France to support the 
project

A bit of History 
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+ + x

nvidia-smi
RocM (AMD)

RAPL
psutils

RAPL
psutils

Electrical mix of 
workload data center

Hardware energy 
consumption
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https://app.electricitymaps.com/map




3. Mitigation 



Model compression & optimization

Pruning Quantization Distillation

Compilation Batching Caching



As a developer
As a data 
scientist

Use fine-tuned models
Location and time of trainings

Use optimization tools 
like Zeus or Pruna

Keep hardware longer 

As a user
Use AI systems responsibly

- Smallest model for your 
need

Keep you hardware longer

In IT Operations
Pick hosting location according to 

carbon intensity
Keep hardware longer

Reducing Code’s emissions 

Build lighter websites
Pause Copilot when not needed
Keep hardware longer

Presenter Notes
Presentation Notes
GPT3.5 vs GPT4 

https://ml.energy/zeus/
https://docs.pruna.ai/


Thanks !
See you on https://github.com/mlco2/codecarbon !

Data For Good

Mozilla Tech Fund 2024

https://github.com/mlco2/codecarbon
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