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New opportunities, 
new challenges for AI

Houlin Zhao

ITU Secretary‑General

A
rtificial intelligence (AI) will transform our lives. 
The question is: will it be for better or for worse? 
At ITU, we are working hard with partners across the world 
to ensure the trusted, safe and inclusive development of 

AI technologies — and equitable access to their benefits.

That is why we organize the annual AI for Good Global Summit, the 
leading United Nations summit on how to harness the power of AI to 
improve lives worldwide. 

The Summit connects AI innovators with those seeking solutions to 
the world’s greatest challenges so as to identify practical applica-
tions of AI that can accelerate progress towards the UN Sustainable 
Development Goals. 

This year’s Summit is organized into five “Breakthrough Tracks”: AI and 
Health; AI and Education; AI and Human Dignity and Equality; Scaling 
AI and AI for Space. There will also be sessions on the future of Smart 
Mobility, AI and agriculture, AI’s role in arts and culture, the unin-
tended consequences of AI — and much more. 

In addition, the Summit will showcase the latest in AI technologies — 
from drones, exoskeletons, and robotics to avatars, autonomous cars, 
and AI-powered health solutions.

In this edition of ITU News, you will find key insights from a diverse 
range of experts and leaders in AI, many of whom will be speaking at 
the Summit. We hope you find these insights useful.  

“ At ITU, we are 
working hard 
with partners 

across the world 
to ensure the 
trusted, safe 

and inclusive 
development of 
AI technologies. 

Houlin Zhao
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Follow us at the AI for Good 
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How will AI accelerate 
sustainable development?  
Find out at the AI for 
Good Global Summit

A
rtificial Intelligence (AI) has taken 
giant leaps forward in recent years, 
inspiring growing confidence in 
AI’s ability to assist in solving some 

of humanity’s greatest challenges. Leaders in 
AI and humanitarian action are convening on the 
neutral platform offered by the United Nations 
to work towards AI improving the quality and 
sustainability of life on our planet.

Organized by the International 
Telecommunication Union (ITU) — the United 
Nations specialized agency for information 
and communication technology (ICT) — in 
partnership with the XPRIZE Foundation, the 
Association for Computing Machinery (ACM) and 
37 United Nations agencies, the 3rd annual AI for 
Good Global Summit being held in Geneva, 
Switzerland on 28–31 May, is the leading United 
Nations platform for inclusive dialogue on AI. 

The goal of the summit is to identify practi-
cal applications of AI to accelerate progress 
towards the United Nations Sustainable 
Development Goals.

The 2017 summit marked the beginning of 
global dialogue on the potential of AI to act as a 
force for good. The action-oriented 2018 summit 
gave rise to numerous “AI for Good“ projects, 
including an “AI for Health“ initiative supported 
by ITU and the World Health Organization 
(WHO). The 2019 summit will continue to connect 
AI innovators with public and private-sector deci-
sion-makers, building collaboration to maximize 
the impact of the “AI for Good“ movement.

The summit is designed to generate “AI for 
Good“ projects able to be enacted in the near 
term, guided by the summit’s multi-stakeholder 
and inter-disciplinary audience. It also formulates 
supporting strategies to ensure trusted, safe and 
inclusive development of AI technologies and 
equitable access to their benefits.
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The 2019 summit will highlight AI’s value in 
advancing education, health care and well-being, 
social and economic equality, space research, 
and smart and safe mobility. It will propose 
actions to assist high-potential AI solutions in 
achieving global scale. It will host debate around 
unintended consequences of AI as well as AI’s 
relationship with art and culture. And a “learning 
day“ will offer potential AI adopters an audience 
with leading AI experts and educators.

The summit will also feature an invitation only 
gathering of AI experts and researchers on 
27 May, with the aim of furthering fundamental 
AI research, developing new methods that will 
define future of AI development.

A dynamic show floor will demonstrate inno-
vations at the cutting edge of AI research and 
development, such as the IBM Watson live 
debater; the Fusion collaborative exoskeleton; 
RoboRace, the world’s first self-driving elec-
tric racing car; and avatar prototypes. Summit 
attendees can also look forward to AI-inspired 
performances from world-renowned musician 
Jojo Mayer and beatboxer Reeps One.

Over 100 speakers have been confirmed to 
date, including:

   Jim Hagemann Snabe — Chairman, Siemens
   Cédric Villani — AI advisor to the President of 

France, and Mathematics Fields Medal Winner
   Jean-Philippe Courtois — President of Global 

Operations, Microsoft
   Anousheh Ansari, CEO, XPRIZE Foundation, 

Space Ambassador
   Yves Daccord — Director General, International 

Committee of the Red Cross
   Yan Huang — Director AI Innovation, Baidu
   Timnit Gebru — Head of AI Ethics, Google
   Vladimir Kramnik — World Chess Champion
   Vicki Hanson — CEO, ACM
   Lucas di Grassi — Formula E World Racing 

Champion, CEO of Roborace.

Confirmed speakers also include C-level and 
expert representatives of MasterCard, Baidu, 
Byton, Bosch, Philips, Intel, Nethope, Stanford 
University, Cambridge Quantum Computing, 
ICRC, Siemens, Deepmind, NVIDIA, IBM, 
Minecraft, Iridescent, iMerit, Bill & Melinda Gates 
Foundation, Dataminr, IPSoft, Ocean Protocol, 
Botnar Foundation, Google, Mechanica.ai, 
Factmata, Deloitte, PWC, DARPA, We Robotics, 
EPFL and University of Geneva.  

 

Please visit the summit 
programme for more 
information on the latest 
speakers, breakthrough 
sessions and panels.

More information is available 
here.

Join the conversation on 
social media using the 
hashtag #AIforGood and 
follow @ITU for Summit News.
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5 ’Breakthrough’ Tracks

The AI for Good Global Summit contains five “Breakthrough“ tracks designed to provide 
focus in key areas throughout the Summit.

AI for Education

The AI for Education track 
aims to reimagine education 
using AI, responsibly. 

It aims to:

   Define the current 
state of AI in education, 
and identify main 
stakeholders and 
frameworks that 
could impact the UN’s 
long‑term education 
objectives.

   Evaluate and discuss 
practical proposals 
& projects that could 
amplify the use of 
AI technologies by a 
broader section of society 
to tackle problems that 
are meaningful to them.

   Identify resources 
needed for proposed 
projects to be launched 
at the end of the Summit.

Scaling 
AI for 
Good

The Scaling AI 
for Good track 
aims to inspire 
participants with 
examples of projects that have gone 
through the following four key steps:

   Define the problem. 
   Prototype AI solution.
   Deploy once and find product‑

market fit.
   Deploy N times, for impact.

The track will explore “AI for good” 
projects that are making their way 
through the four‑step funnel, and will 
provide tools that can help at each of 
the steps. 

AI for Health

This years’ health breakthrough track will expand upon last 
year’s track, which inspired the creation of the ITU‑World 
Health Organization Focus Group on AI for Health. The track 
will include opportunities for standardization of AI solutions 
for health — and highlight how AI and machine learning 
can revolutionize healthcare in the areas of clinical decision 

support, personalized medicine, augmented diagnosis capabilities, medical imaging 
interpretation, therapeutic purposes and disease prevention.

AI and 
Space

The AI and 
Space track will 
identify projects 
that could be 
developed using 

AI and Space to help address issues on a 
local and global scale, such as predicting, 
preparing for, and mitigating the effects 
of climate change. This includes: 

   Identifying areas of high potential for 
impact.

   Discussing barriers to deployment of 
AI tools — and how to overcome them. 

   Finding common agreement on data 
requirements.

   Identify selected projects that will 
spin‑out of the track.

AI, Human Dignity and Inclusive 
Societies

This track aims to ensure that AI is deployed in ways that 
promote peaceful inclusive societies, protect human rights, 
and enhance human dignity.  
Sessions will focus on the importance of “Good Digital 
Identity”, initiatives relating to “AI, Equal Protection and 

Non‑Discrimination” and “AI and Access to Information.” The track will end with a few 
presentations that explore practical steps.
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What to 
expect on the 
show floor 
of the AI for 
Good Global 
Summit

At this year’s AI for Good Global Summit, 
discover for yourself how we can use 
tomorrow’s technologies today to explore 
new means to interact, think and live in a post‑
modern world. 

   Curious about having an extra pair 
of hands to help you in your chores? 
Fusion, a full body collaborative 
telepresence system uses robotics, AI and 
VR to create the sensation of having four 
arms at your disposal. 

   Experience an exhilarating live debate 
between man and machine on real‑world 
issues! IBM’s Project Debater is the first 
AI system that can debate humans on 
complex topics. 

   How fast can a self‑driving car go? 
Find out how RoboRace tests the limits of 
speed and performance when their world’s 
first autonomous race car arrives on the 
exhibition floor. 

The future awaits — it’s time to 
come onboard. 
Explore tomorrow’s AI applications 
at the Summit on 28–31 May 2019 
at CICG.

AIRA

AI powered 
remote assistance 
for the blind.

FUSION

Full body 
surrogacy for 
collaborative 
communication 
clients.

ROBORACE

The world’s first 
autonomous, 
electric high 
performance 
racing car.

ROBOT 
BARTENDER 
YANU

Fully autonomous 
AI and robot 
empowered 
bartending unit.

PROJECT 
DEBATER

The first 
AI system that 
can debate 
humans on 
complex topics.
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AI in 2019: Where are 
we and what’s next?

ITU News asked Chaesub Lee, 
Director of ITU’s Telecommunication 
Standardization Bureau about 
the top use cases of AI now — 
and in the coming years.

In mid 2019, where do you think we are in 
AI’s journey, and how much greater is the 
general sense of understanding amongst 
leaders than it was at this time last year?

Given AI’s enormous potential, the community sup-
porting the AI for Good Global Summit believes that 
it is important to demystify what AI is all about. We are 
at a critical point in our efforts to understand the role 
that AI could play in society and how we approach 
these efforts is certain to affect how AI-based applica-
tions will impact our lives moving forward. 

A range of technical foundations first had to be estab-
lished for AI to become viable. From an operational 
standpoint, it required the emergence of big data, 
broadband and the information economy to derive 
analytics. It also needed the raw computational power 
able to process data at scale. Advances in information 
and communication technology (ICT) gave rise to 
AI applications able to generate results with the speed 
necessary to communicate such results to end-users 
almost instantly, making applications such as image 
recognition and virtual smart assistants easily available 
to almost anyone with a mobile phone.

But advances in AI have also led to challenges. 

“ The capabilities 
underlying these 

solutions are scalable 
— they can benefit 

almost everyone. 
Chaesub Lee
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Many of these challenges are not inherent to 
AI but rather a consequence of our rapid adop-
tion of the technology. Concerns around data 
ownership and privacy, cybersecurity, software 
control and algorithmic bias are not new — the 
Internet has long suffered these challenges as a 
result of its nature as an information and com-
munication platform. AI’s capacity for operations 
at scale has the potential to enflame challenges 
such as systemic bias in image recognition soft-
ware or misrepresentative data sets, for example.

Businesses and other AI stakeholders understand 
these challenges more clearly this year. We are in 
the early stages of developing better processes 
to ensure that emerging AI applications fulfill 
their potential, and much remains to be done to 
mitigate the risks introduced by AI and its associ-
ated technologies. 

What, in your experience, are the 
best/most successful examples 
of AI applications?

AI can support smarter business and policy deci-
sions. For example, deep learning has been used 
to predict the amount of energy to be generated 
by wind turbines, with better predictions leading 
to better business decisions when it comes to 
scheduling the delivery of energy to the grid. 
AI is also assisting us in mapping ocean wealth, 
including marine biodiversity, carbon storage 
and the effects of fishing activity, information of 
clear value to industry, academia and govern-
ment. And making an example of a seemingly 
basic AI application, a chatbot can communicate 
personalized recommendations and reminders 
about medication dosage and health checkups. 

We make examples of these solutions because 
the workflow to develop them can be applied to 
different problems. The capabilities underlying 
these solutions are scalable — they can benefit 
almost everyone. 

One of the potentially most groundbreaking 
domains for the application AI is in health. 
The vast majority of economies today are dealing 
with very rapid increases in the cost of health 
care. At the same time, the promise of Universal 
Health Coverage has not yet been achieved.

AI-based solutions can help provide early stage 
diagnosis of medical conditions, which is often 
associated with significantly lower costs of treat-
ment, as well as improved treatment outcomes. 

Additionally, having diagnostics with a margin 
cost that is in orders of magnitude lower than 
today, can help bring diagnostics to people that 
cannot reach this, either physically or financially.

AI REPOSITORY

Already 150+ Projects!

Contribute key information about how to 
leverage AI to help solve humanity’s greatest 
challenges.

MORE
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To this end, at last year’s AI for Good Global 
Summit, the World Health Organization and ITU 
partnered to create the Focus Group on AI for 
Health. This group is creating benchmarking sys-
tems, which can score the accuracy of AI-based 
health diagnostic solutions and has 14 collected 
use cases so far. 

One use case is on Tumor Infiltrating 
Lymphocytes (TIL). In this case, an AI model, can 
label each tumor cell, and each TIL in a tissue 
sample. This is something that traditionally is 
only eyeballed, but is highly important in treat-
ment decisions.

Another use case is on dermatology. Skin cancer, 
including melanoma can progress very rapidly. 
Having a quick, non-invasive method of analysis 
can dramatically improve the amount of cases 
that are caught in time.

Finally, there is a use case on radiotherapy. 
Traditionally, medical doctors look at slice after 
slice of imagery, and try to form a holistic image. 
A computer can analyse this 3D representation 
directly. Furthermore, this use case uses rein-
forcement learning in order to decrease the 
dependency on (privacy sensitive) data.

Can AI ever be the ’silver bullet’?

AI and its associated technologies will help us 
to do our work more efficiently and effectively 
through data-driven, automated semantic deci-
sion-making. We would argue that the success 
of AI will depend to a large extent on how it is 
applied. 

What AI developments are on the 
near horizon for the information and 
communication technology sector? 
What can we expect in, say, five years?

AI is impacting ITU’s technical work in fields such 
as security, coding algorithms, data processing 
and management, and network management 
and orchestration. We expect that this trend will 
continue. 

AI is also increasing the efficiency of other tech-
nologies. Networking technologies form a prime 
example. 

Machine learning is supporting the increas-
ing automation of network management and 
orchestration, ultimately enabling ICT networks 
to deliver higher quality services. This concept 
of network “self-optimization” is very much part 
of the discussion when it comes to emerging 5G 
and the Internet of Things (IoT) networks.

LINKEDIN GROUP

Join the LinkedIn Group!

Continue the conversation with 
+2000 Members of the ITU #AIforGood 
LinkedIn Group.

MORE
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That’s why ITU started a “Focus Group on 
Machine Learning for Future Networks, including 
5G” that drafts technical reports and specifica-
tions for machine learning for future networks, 
including interfaces, network architectures, proto-
cols, algorithms and data formats.

Additionally, telecommunications operators have 
arguably some of the most valuable data in the 
world. They are also one of the most trusted and 
regulated custodians of data when it comes to 
using and sharing customer data. In fact, some 
operators won’t even share customer data inter-
nally between the business units and the R&D 
departments. 

AI-powered analytics of operator data in com-
bination with health, weather and social media 
data can be effective in helping to predict the 
outbreak of epidemics before they happen, or 
predict the spread of a disease. We have recently 
seen a willingness from some operators to make 
sanitized, anonymized operator-hosted datasets 
available to 3rd-party models under a data-shar-
ing framework developed by ITU.

What advice would you give to leaders 
looking to use AI as part of their 
strategy? 

Expanding our knowledge of the field is one of 
the key aims of the AI for Good Global Summit. 
The summit is helping decision-makers in the 
public and private sector to improve their under-
standing of AI’s relevance to their work and how 
they could apply AI to their benefit. 

The implementation of AI into strategy and 
applications requires a human-centered design 
approach based on quantifiable needs and met-
rics. This is important in developing applications 
that are practical and meaningful to the intended 
user of an AI-based application. 

It is also critical to be pragmatic about the lim-
itations of the model and dataset being used. 
Monitoring the data is important in protecting 
against incomplete semantics such as incorrect 
labels/values, non-inclusive sampling for data, 
and data bias. 

Finally, AI experts stress that discussions around 
AI’s implications for society should not be con-
fined to specialists. Every government, every 
company, every academic institution, every civil 
society organization and every one of us should 
consider how AI will affect our future. As such, 
it is critical to develop strong multi-stakeholder 
partnerships and projects to examine AI’s contri-
bution to society.  

 

“ Every government, 
every company, every 
academic institution, 

every civil society 
organization and 

every one of us should 
consider how AI will 

affect our future. 
Chaesub Lee
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How ’responsible AI’ 
can boost sustainable 
development

Dr Anand S. Rao

Global AI Lead, PwC

T
he potential value from artificial 
intelligence (AI) is enormous: some 
USD16 trillion by 2030, according to a PwC 
study. But what are the costs of AI when 

not done properly — and what are some of the risks? 

What does it really mean to be doing AI “respon-
sibly”? Can you really do Responsible AI with-
out worrying about the social consequences? 
How can you apply the principles of responsible 
AI more broadly towards achieving the Sustainable 
Development Goals?

AI is being applied in most industry sectors — rang-
ing from agriculture to aerospace — and across func-
tional areas, from strategy to support. Increasingly, 
countries in varying stages of economic advance-
ment are making plans to apply AI too.

While this can increase the profits of companies 
and gross domestic product (GDP) of countries in 
the short term, if not done responsibly, it could help 
create greater inequity within each country, greater 
inequity among countries, increased use and deple-
tion of natural resources to fuel the AI-led growth of 
economies, further decreases in biodiversity and ill 
treatment of other species, and adverse effects on 
the climate.

“ What does it really 
mean to be doing 

AI ’responsibly’? 
Dr Anand S. Rao
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https://www.pwc.com/gx/en/about/corporate-governance/network-structure.html
https://www.weforum.org/agenda/2017/06/the-global-economy-will-be-14-bigger-in-2030-because-of-ai/
https://www.weforum.org/agenda/2017/06/the-global-economy-will-be-14-bigger-in-2030-because-of-ai/
https://www.pwc.com/AI2019#section3


A ’holistic discipline’

PwC’s Responsible AI is a holistic discipline: It is 
not just about what you build, but why and how 
you build it — as well as the long-term implica-
tions of the use of AI for your customers, staff, 
and society at large. It is not just about the tech-
nology itself. It is about the governance of AI, its 
impact on people, and the process of designing, 
building, and maintaining it.

The overarching principles that govern these 
dimensions are rooted in society’s ethics and 
values. The governance of AI and algorithms — 
especially the monetary value AI brings and the 
accompanying risks that need to be mitigated — 
are Board and executive management decisions.

The process of designing, building, running, and 
maintaining AI should be embedded within the 
broader context of how a company operates. 
In addition to all these, it is about how PwC’s 
AI models are built — specifically, addressing 
issues such as fairness, transparency, interpreta-
bility, explainability, safety, security, ethics, values, 
and accountability.

Addressing the SDGs

Responsible AI in the corporate context 
addresses four of the United Nations (UN)’s sev-
enteen Sustainable Development Goals, namely 
gender equality, decent work and economic 
growth for all, industry innovation and infrastruc-
ture, and generally reducing societal inequality.

Primarily, responsible AI is concerned about 
fairness and equality of gender, race, or similar 
protected attributes.

Acting responsibly in the corporate context may 
or may not (depending on the purpose and 
vision of the company) take into account the 
broader topics of human rights, the well-being of 
humanity and other species, and protecting and 
nurturing our planet’s biodiversity and natural 
resources. In other words, responsible AI in the 
corporate context takes into account some of 
the people- and policy-related goals, while not 
always addressing those related to the planet 
and human condition.

’Fourth Social Revolution’?

As has been argued at the World Economic 
Forum, the Fourth Industrial Revolution should be 
accompanied by the Fourth Social Revolution.

Individuals, corporate entities, nations, and other 
supra-national bodies should include metrics that 
are broader than revenues and profits.

“ The process 
of designing, 

building, running, 
and maintaining 

AI should be 
embedded within 

the broader context 
of how a company 

operates. 
Dr Anand S. Rao
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https://sustainabledevelopment.un.org/?menu=1300
https://www.weforum.org/agenda/2017/03/where-to-begin-with-the-sdgs-3-steps-for-all-companies/
https://www.weforum.org/events/world-economic-forum-annual-meeting/sessions/towards-a-fourth-social-revolution


Some or all objectives outlined in the SDGs 
should be part of a socially responsible corporate 
vision, plan, and metrics. 

For example, global corporations that rely heavily 
on air travel should commit to becoming carbon 
neutral; employees who travel regularly should 
be given data not just on the miles that they have 
flown, but the CO2 emissions created as a result 
of their travel.

Employees and corporations together can work 
toward offsetting emissions through initiatives to 
plant more trees. 

Air travel booking sites could feature the Carbon 
Emissions Calculator from the International Civil 
Aviation Organization (ICAO), for example, and, 
based on the CO2 emissions, there could be a 
link to an environmental organisation such as 
Arbor Day or Carbonfund to offset the emissions 
by planting more trees.

Priority action areas for successfully addressing Earth challenges

Climate 
change 

Clean power

Smart transport 
options

Sustainable 
production and 
consumption

Sustainable 
land‑use

Smart cities and 
home

Biodiversity 
and 

conservation

Habitat protection 
and restoration

Sustainable trade

Pollution control

Invasive species 
and disease 
control

Realizing natural 
capital

Healthy 
oceans 

Fishing 
sustainably

Preventing 
pollution

Protecting 
habitats

Protecting species

Impacts from 
climate change 
(including 
addification)

Water  
security 

Water supply

Catchment control

Water efficiency

Adequate 
sanitation

Drought planning

Clean air 
 

Filtering and 
capture

Monitoring and 
prevention

Early warning

Clean fuels

Real‑time, 
integrate, 
adaptive urban 
management

Weather 
and disaster 

resilience

Prediction and 
forecasting

Early warning 
systems

Resilient 
infrastructure

Financial 
instruments

Resilience 
planning

Source: Harnessing Artificial Intelligence for the Earth (PwC).
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https://www.icao.int/environmental-protection/Carbonoffset/Pages/default.aspx
https://www.icao.int/environmental-protection/Carbonoffset/Pages/default.aspx
https://www.arborday.org/
https://carbonfund.org/plant-trees/


Harnessing AI for the Earth

As outlined in a World Economic Forum 
Harnessing Artificial Intelligence for the Earth 
report developed in partnership with PwC and 
the Stanford Woods Institute for the Environment, 
AI can play a pivotal role in addressing six key 
areas — specifically climate change, biodiversity 
and conservation, healthy oceans, water security, 
clean air, and weather and disaster resilience. 

But these AI use cases should not be looked at 
as isolated programs to address the effects of 
economic development, but should instead be 
addressed holistically to help get to the root 
causes impacting the planet, human rights, and 
human well-being.

Organizations that claim to apply AI in a socially 
responsible manner should incorporate not just 
attributes like fairness, accountability, safety, and 
transparency, but also take into account addi-
tional factors, such as AI’s impact on jobs, the 
human condition, biodiversity, energy, climate, 
and so on. 

The additional criteria will vary depending on 
what products and services a given company 
offers, the impact of these factors on the envi-
ronment, and what AI algorithms the company 
is using in the creation of these products and 
services.  
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http://www3.weforum.org/docs/Harnessing_Artificial_Intelligence_for_the_Earth_report_2018.pdf
http://www3.weforum.org/docs/Harnessing_Artificial_Intelligence_for_the_Earth_report_2018.pdf


How can AI help build 
a more sustainable and 
equitable society?

Yan Huang

Senior Director of AI Innovation 
and AI Health lead, Baidu

M
uch has been said about the 
ability of Artificial 
Intelligence (AI) to greatly 
enhance productivity.

Unlike the industrial revolution where produc-
tivity was improved for labour-intensive work, 
AI extends that power to knowledge-based 
work, helping humans make better, faster and 
more insightful decisions.

This technological advancement has great 
potential to address the imbalance of 
resources and help build a more equita-
ble society.

For instance, AI is already having enormous 
impact in areas such as health care.

“ This technological 
advancement has 

great potential 
to address the 

imbalance of 
resources and 

help build a more 
equitable society. 

Yan Huang
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http://home.baidu.com/home/index/contact_us


How AI can improve health care

Educating and training doctors has traditionally 
been a time-consuming and expensive process, 
taking an average of more than ten years. 

This long lead-time is especially problematic for 
developing countries where lack of resources for 
education can lead to doctors being underedu-
cated, or worse, under-trained.

This can significantly affect the quality of health 
care provided to patients. For example, of the 
40 000 ophthalmologists in China, less than 
10% are able to diagnose fundus lesions in 
people’s eyes. Fundus diseases are a major 
cause of blindness in the developing world if not 
treated properly.

AI helps solve this issue by studying large 
amounts of decision-making examples from 
medical experts, then putting that information 
into use by assisting doctors to make better diag-
noses and treatment decisions.

Rather than replacing the doctor, AI is there to 
empower them to make better decisions. The 
potential impact is enormous.

Take the AI Fundus Machine that Baidu devel-
oped in collaboration with Chinese hospitals as 
an example. By learning from abundant precisely 
labelled fundus images using an interpretable 
evidence-based architecture, the system has 
achieved a comparable diagnostic accuracy of 
a professional ophthalmologist with 10 years 
above experience (see video).

The screening and analysis are completed 
in 10 seconds.

About the Baidu AI Fundus 
Camera

Baidu unveiled its AI Fundus Camera that is capable 
of screening three types of ocular fundus diseases 
which are the leading causes of blindness, and 
announced that it would donate 500 Cameras to 
rural areas of China to help with early detection 
of ocular fundus diseases and ultimately reduce 
chances of blindness. The Camera is now in 
operation in multiple cities in Guangdong including 
Zhaoqing.

About the Baidu AI Fundus Camera
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https://www.youtube.com/watch?v=_35aBQFpfgs
https://www.youtube.com/watch?v=_35aBQFpfgs


AI has a global ethical obligation

Health care aside, AI also has the potential to play 
a pivotal role in a wide range of global issues 
and social causes, such as addressing poverty, 
dealing with natural disasters, improving edu-
cation, enhancing public safety, and preserving 
cultural heritage.

But with AI development comes responsibility — 
from both an ethics and a safety point of view.

As AI technologies continue to develop and 
AI-powered machines assume more roles, the 
impact of a system failure grows exponentially. 
That’s why the industry is demanding — and right-
fully so — that the standard for safe and reliable 
AI is higher than any other new technologies in 
the past.  

The AI for good health track at 
the Summit

Yan Huang is one of our inspiring speakers for the 
health track sessions at the AI for Good Global Summit 
2019 from 28 to 31 May 2019. 

Last year’s health breakthrough inspired the creation of 
the ITU‑WHO Focus Group on AI 4 Health. This years’ 
track will expand upon this work and beyond, looking 
at the role that AI can play in achieving Universal Health 
Coverage. 

The AI Summit Health breakthrough track acts as 
the Focus Group on the AI for Health’s (FG‑AI4H) 
5th Workshop. 

See the full programme for more information and 
registration.
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— from both an 
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point of view. 

Yan Huang
IT

U
 N

ew
s 

M
A

G
A

Z
IN

E
 0

3/
20

19

20

AI for sustainable development

https://aiforgood.itu.int/#igfbvtbhxc
https://aiforgood.itu.int/#igfbvtbhxc
https://aiforgood.itu.int/programme/


How we can turn online 
advertising data into a 
powerful force for good

Ingmar G. Weber

Research Director for Social Computing, 
Qatar Computing Research Institute, HBKU

O
nline advertising is often viewed as 
a kind of “necessary evil” to pay for 
free services such as Google and 
Facebook; the Faustian bargain 

at the heart of the “if you’re not paying for the 
product, you are the product” wisdom.

To my colleagues and me, it is also a useful data 
source to build models to track Internet usage 
gender gaps, and to monitor international migra-
tion, map poverty and more.

We believe that, when used responsibly with 
awareness of the limitations and risks, data from 
advertising platforms are an important part of 
the AI for Good ecosystem, helping to augment 
official statistics and supporting the monitoring 
of the United Nations’ Sustainable Development 
Goals (SDGs).

Let me explain how.

“ Platforms such 
as Facebook, Google, 
Snapchat and others 

collect data about 
their users and use 
this data to provide 

targeted advertising 
capabilities. 

Ingmar G. Weber
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https://www.hbku.edu.qa/en


How Internet platforms collect and 
use data

Platforms such as Facebook, Google, Snapchat 
and others collect data about their users and 
use this data to provide targeted advertising 
capabilities. For example, on Facebook it is 
possible to selectively show an advertisement to 
users aged 18 and above who: a) live in Geneva, 
Switzerland; b) self-identify as female; and 
c) used to live in France.

Similar targeting capabilities exist on other 
platforms. As it matters for budgeting purposes, 
advertising platforms provide so-called “audience 
estimates”. For instance, in the example above, 
Facebook estimates that 5900 users match the 
provided criteria (as of 23 March 2019).

By looking at how these audience estimates differ 
across gender and across countries, one can 
obtain real-time estimates of usage differences of 
big social networks. 

In our research we find that these gender differ-
ences are highly predictive of Internet access and 
mobile phone gender gaps. Building regression 
models on top of these audience estimates 
allows us to fill data gender gaps. As an exam-
ple, applying such a model, we predict that for 
every man with Internet access in India, only 
0.73 women have Internet access. Visit the web-
site for a visualization of these predictions.

These predictions are useful for monitoring 
progress on the Sustainable Development Goals, 
in this case on SDG 5. Additionally they can be 
used for planning and monitoring development 
interventions at the sub-national and even at the 
sub-city level.

Similarly, by looking at how the number of 
Facebook users who used to live in a different 
country varies across host countries and regions, 
one can obtain models that, when properly cor-
rected for biases, come close to gold standard 
official statistics.
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https://www.sciencedirect.com/science/article/pii/S0305750X18300883
http://data2x.org/big-data-challenge-awards/#digital
http://www.digitalgendergaps.org/
http://www.digitalgendergaps.org/
https://sustainabledevelopment.un.org/sdg5
https://onlinelibrary.wiley.com/doi/abs/10.1111/padr.12102
https://onlinelibrary.wiley.com/doi/abs/10.1111/padr.12102


The value of non-traditional 
migration statistics

Such non-traditional migration statistics are of 
particular value when official data are outdated 
or of sub-optimal quality. For example, during the 
ongoing Venezuelan crisis and the related exo-
dus of migrants and refugees, we are providing 
the Global Protection Cluster with insights on the 
relative spatial distribution, or “density”, and the 
temporal trends. Triangulating these insights with 
other data sources can lead to better resource 
allocation in the field and more informed dis-
cussion with donors on the scale of the crisis. 
See more details of our analysis here.

In addition to shedding light on digital gender 
gaps, audience estimates can also help to map 
relative levels of poverty and wealth. In a nutshell, 
having access to Apple mobile devices running 
iOS, as opposed to Android devices, is a sign for 
higher disposable income.

To illustrate this, we invite the reader to inter-
act with the data visualization of Demographic 
Distribution in New York City. It shows aggregate 
and anonymous Facebook audience estimates 
collected in September 2017: 83% of users living 
in the New York City ZIP code 10075 primarily 
use an iOS device.

This is in stark contrast to ZIP code 11368 where 
this percentage is only 42%. These two ZIP codes, 
which are at the extreme ends of iOS usage in 
New York City, are also at the extreme ends of 
poverty rates. 10075 is located in the Upper East 
Side which has a poverty rate of 7%, as opposed 
to 11368 located in Elmhurst and Corona with a 
27% poverty rate.

In our research, we find that this approach to map 
relative poverty rates by looking at the device 
types used to access Facebook also works in 
other countries.

“ If we can figure 
out how to navigate 

these challenges 
and how to limit 
the risk of abuse 

of such a powerful 
data source, then we 
could start to realize 

the tremendous 
potential of using 

this data for good. 
Ingmar G. Weber
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http://www.globalprotectioncluster.org/
https://r4v.info/es/documents/download/68638
https://fb-nyc.qcri.org/?location=10001-10002-10003-10004-10005-10006-10007-10009-10010-10011-10012-10013-10014-10016-10017-10018-10019-10020-10021-10022-10023-10024-10025-10026-10027-10028-10029-10030-10031-10032-10033-10034-10035-10036-10037-10038-10039-10040-10041-10043-10044-10045-10047-10048-10055-10065-10069-10075-10080-10081-10096-10097-10103-10104-10105-10106-10107-10110-10111-10112-10115-10118-10119-10120-10121-10122-10123-10128-10151-10152-10153-10154-10155-10158-10162-10165-10166-10167-10168-10169-10170-10171-10172-10173-10174-10175-10176-10177-10178-10196-10203-10259-10260-10265-10270-10271-10275-10278-10279-10280-10281-10282-10285-10286-10301-10302-10303-10304-10305-10306-10307-10308-10309-10310-10312-10314-10451-10452-10453-10454-10455-10456-10457-10458-10459-10460-10461-10462-10463-10464-10465-10466-10467-10468-10469-10470-10471-10472-10473-10474-10475-11001-11004-11005-11040-11096-11101-11102-11103-11104-11105-11106-11109-11201-11203-11204-11205-11206-11207-11208-11209-11210-11211-11212-11213-11214-11215-11216-11217-11218-11219-11220-11221-11222-11223-11224-11225-11226-11228-11229-11230-11231-11232-11233-11234-11235-11236-11237-11238-11239-11251-11354-11355-11356-11357-11358-11359-11360-11361-11362-11363-11364-11365-11366-11367-11368-11369-11370-11371-11372-11373-11374-11375-11377-11378-11379-11385-11411-11412-11413-11414-11415-11416-11417-11418-11419-11420-11421-11422-11423-11426-11427-11428-11429-11430-11432-11433-11434-11435-11436-11451-11691-11692-11693-11694-11695-11697-00083&access_device=iOS
https://www1.nyc.gov/assets/doh/downloads/pdf/data/2018chp-mn8.pdf
https://www1.nyc.gov/assets/doh/downloads/pdf/data/2018chp-mn8.pdf
https://www1.nyc.gov/assets/doh/downloads/pdf/data/2018chp-qn4.pdf


The limitations when using data

All of the insights above can be obtained from 
anonymous and aggregate data that is provided 
free of charge and are available to everyone who 
registers as advertiser. Despite the availability 
and ease of use, there are important limitations 
when using such data:

   All platforms include fake accounts and 
different users can share a single account, 
leading to data quality challenges.

   Usage patterns and the platforms’ black box 
algorithms for inferring attributes change over 
time, potentially breaking the applicability of 
prediction models trained on past data.

   People without a digital footprint on the 
platforms do not directly contribute to the 
data, requiring care for how to incorporate 
data on non-usage and service penetration in 
the models.

If we can figure out how to navigate these 
challenges and how to limit the risk of abuse of 
such a powerful data source, then we could start 
to realize the tremendous potential of using this 
data for good.  

Using Facebook ad data to 
track the global digital gender 
gap

Highlights

   Gender gaps in Internet and mobile phone 
access are difficult to measure due to data 
gaps, especially in low‑income countries.

   We use data from Facebook on users by age 
and gender to predict digital gender gaps for 
150+ countries.

   Facebook data are highly correlated with 
available official data on digital gender gaps.

   Predictive power of Facebook data is 
improved when combined with country‑level 
development and gender gap indicators.

   Our approach shows how web data can be 
used to expand coverage for an important 
development indicator, with biggest gains for 
low‑income countries.

Source: ScienceDirect
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https://www.sciencedirect.com/topics/economics-econometrics-and-finance/mobile-phone
https://www.sciencedirect.com/topics/social-sciences/low-income
https://www.sciencedirect.com/topics/social-sciences/facebook
https://www.sciencedirect.com/topics/social-sciences/development-indicators
https://www.sciencedirect.com/science/article/pii/S0305750X18300883


How can AI improve 
education? 

Tara Chklovski

CEO and Founder, Iridescent and 
chair of the education track at the 
AI for Good Global Summit

T
echnologies such as artificial 
intelligence (AI) are powerful tools that 
can unlock an individual’s potential 
and amplify a sense of agency and 

purpose. But we need to understand how to use 
AI responsibly, and learn how we can improve 
AI technologies to create the world we wish to 
live in. 

To accomplish this, we must reimagine our 
approach to education.

Education needs to be seen as a lifelong journey 
that everyone has the opportunity to pursue, and 
through which everyone can develop the skills 
needed to thrive tomorrow. 

There is a need for grass-roots work with adults 
and children in the most vulnerable and under-
served groups to help them understand how 
their worlds are changing, what AI is, how some 
of these technologies work, and what role they 
can play, now and in the future.

“ To accomplish 
this, we must 

reimagine our 
approach to 

education. 
Tara Chklovski
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https://iridescentlearning.org/


There is a need for innovative, thoughtful, 
multi-generational programs that foster life-
long learning and knowledge sharing between 
local communities and AI experts from industry 
and academia.

There is a need for AI experts to work closely 
with media and journalists to help them demys-
tify AI for the broader public. We need to move 
beyond inflammatory terms towards informed 
and critical debate that advances our under-
standing of AI’s impact on society and what 
needs to improve and how.

Finally, we need innovative programs and 
resources that help us understand the impact 
of AI technologies on ourselves, our brains, and 
our behaviours. This is where we need partner-
ships between bold, self-aware industry part-
ners and neuroscientists, cognitive scientists, 

psychologists and educators, who can work 
together to design technology that is not only 
addictive, viral and lucrative, but also brings out 
the best of what humans are capable of.

Iridescent, a global tech education non-profit, 
invited organizations to join in efforts to fill impor-
tant gaps in access, knowledge, agency and skills 
by submitting a proposal for consideration to 
be presented during the education track at the 
AI for Good Global Summit on 29 May in Geneva. 
Selected participants will be part of the working 
group developing the final projects launching 
at the end of the Summit. Participating organiza-
tions were invited to reflect on topics and answer 
related questions by 15 April.

Submitting organizations have already been noti-
fied of their selection.
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https://docs.google.com/forms/d/e/1FAIpQLSdzfSxBk8TgMhHcllOeohgaBGYUSAusfwfjB1I-Y3uBD7IJLQ/viewform


What can we expect during the 
education track?

Participants in the education track at the AI for 
Good Global Summit will explore ways that we 
can collectively use and apply AI to improve 
education in an impactful, sustainable, and ethi-
cal way.

Education organizations have a critical and 
increasingly important role to play in filling gaps 
in access, knowledge, agency and skills. 

To keep pace with the breathtaking advances 
in technology, education organizations need 
to partner creatively across industry, academia, 
media and government to make the deep-
est impact.

Participants in the AI for education track will 
discuss how we can work together to reimagine 
education for adults and youth of all back-
grounds and cultures using the transformative 
power of AI responsibly.

Session 1: State of Play. What is Working and What do we 
Know Today? 
Participants at this session will attempt to answer questions 
such as: What is AI? How is Machine Learning different? 
What is the current state of AI technology? What lies ahead? 
It will also include lessons from deploying the AI Family 
Challenge with 7500 children and parents across 13 coun-
tries, and also lessons from implementing the world’s largest 
robotics program — FIRST Robotics. 

The AI in education track will be broken into 
three key sessions: 

Learn more about the education track at the 
AI for Good Global Summit.  

Session 2: Strategy Labs
In this session participants will evaluate and discuss practical 
proposals and projects that could amplify the use of AI tech-
nologies by a broader section of society to tackle problems 
that are meaningful to them.

Participants will be invited to join one of five, education- 
focused, labs to discuss:

   AI in your community
   AI literacy in the workplace
   Demystifying AI through media
   Our brains on AI-powered devices and games
   AI for lifelong learning and creating capabilities.

At the end of the day, the group will decide which projects 
are ready to launch. These projects will be presented to all 
the Summit attendees the following day.

Session 3: Launch Labs
Building off the work in session 2, participants will identify 
resources and practical next steps needed for proposed 
projects to be launched at the end of the Summit. Groups 
will identify which projects to share at the breakthrough 
pitch session on 30 May.

“ There is a need 
for innovative, 

thoughtful, multi-
generational 

programs that foster 
lifelong learning. 

Tara Chklovski
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Key ways to prepare 
for the AI revolution

Kevin Castle

Managing Partner, Technossus

A
s we know, the iMac came out in 
1998. Apple’s slogan at the time — 
“think different” — represented both 
the company’s cornerstone message 

and its rallying cry as it rapidly innovated, finding 
ways to disrupt traditional industries.

Whether it be the music or phone sector, Apple 
transformed spaces, dramatically influencing 
people’s thinking and their behaviour.

Recognizing we are at a similar crossroads in 
which disruptive, transformative thinking is 
required, my company Technossus, recently 
interviewed two thought leaders about what 
it takes to be competitive in today’s economy: 
Sara Branch, our very own knowledgeable 
director with nearly 20 years’ project manage-
ment experience and Neil Sahota, co-author of 
Own the A.I. Revolution: Unlock Your Artificial 
Intelligence Strategy to Disrupt Your Competition 
and Technossus’ Emerging Tech Principal, who 
works with mid- to large-sized enterprises on 
developing and utilizing tech for customer needs 
and operations.

“ The most 
successful groups 

and individuals today 
are busy finding 

ways to solve smaller, 
simpler challenges 

via AI, leading to 
dynamic results. 

Kevin Castle
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Knowing Branch and Sahota to also be advocates 
of thinking differently — so as to not be one of 
those disrupted by the so-called 4th Industrial 
Revolution, but rather one of its disruptors — 
we discussed what else is needed to thrive.

What follows are their three key suggestions to 
compete in these unprecedented times:

Modify your mindset

According to a recent article in the Guardian, 
among other reports, a host of previously viable 
professions are under threat of disappearing in 
the coming years. Importantly, many of the listed 
occupations don’t fall under blue collar work, 
such as truck drivers, or retail jobs long consid-
ered susceptible to automation. For instance, 
there is a 98% likelihood that loan officer roles 
will be replaced by bots, and a 94% chance that 
today’s paralegal work will soon be accomplished 
by computers.

In order to prepare for likelihoods such as these, 
as well as the prospect of entire businesses or 
industries becoming irrelevant, we must mentally 
prepare in more ways than one.

“It begins and ends with your thinking,” says 
Branch. “Many people adopt a head-in-the-sand 
approach when it comes to anything technolog-
ical. Fortunately, we work with individuals who 
value creative disruption, especially when they 
see a clear path to better business outcomes. 
Unfortunately, individuals who struggle with 
this way of thinking may be the most vulnerable 
to disruption. In order to avoid so many of the 
threats we hear about daily, we must cultivate a 
new paradigm; one that takes into consideration 
this question: How might I provide value to oth-
ers, in light of this new technology, so I can stay 
in demand?”
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To this end, Branch recommends investing in 
education once you have embraced this new 
mindset. Cognizant of the speed of transfor-
mation, she advises individuals and companies 
alike to seek out the latest research, books, 
articles, podcasts, and other forms of content to 
stay informed.

“Yes, never before has the world changed so 
quickly before our eyes, and never before have 
there been so many ways to acquire knowl-
edge,” says Branch. “It’s a good idea to take as 
many courses as you can online. You really can 
empower yourself with all of the competitive 
intelligence at your fingertips.”

Go small — to win big

“Businesses exist to solve problems,” says Sahota. 
“What people don’t yet understand is that 
AI applications don’t have to be earth-shattering 
to be effective — and therefore profitable.”

Sahota’s larger point is that it’s not necessary to 
employ AI to every aspect of your business to not 
get swallowed up by bigger players.

Similarly, it’s not necessary to lose your own 
humanity to become as productive as today’s 
robots. Instead, the most successful groups and 
individuals today are busy finding ways to solve 
smaller, simpler challenges via AI, leading to 
dynamic results.

“Today’s machine learning is narrowly driven,” 
explains Sahota. “I observed this firsthand 
witnessing how a translation company called 
Lingmo was able to zero in on one specific thing 
— translation — to great effect. Because it can be 
so hard to develop the proper training in time to 
go to market, I very much recommend pinpoint-
ing a problem that others face, whether it be your 
customer — or your boss — and then using AI to 
find a helpful solution.”

According to Sahota, by being hyper-focused in 
this way, you can avoid the risk of being over-
whelmed by all of the training as well as other 
factors that make AI adoption and implementa-
tion such a daunting challenge.

“ If we want to stay 
competitive, if we 

want to stay ahead 
of what’s coming, we 

truly must transform 
our thinking. 

Kevin Castle
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Surround yourself with experts

If the corporate cultures of Silicon Valley have 
taught us anything, it’s that none of us is as smart 
as all of us. It’s therefore beneficial to assemble 
the best possible team.

Outside support is especially ideal for companies 
looking to quickly adopt to changing conditions.

“I love this quote from marketing guru David 
Ogilvy,” says Branch. “’If you ever find a [per-
son] who is better than you are — hire [them]. If 
necessary, pay [them] more than you would pay 
yourself.’ (Gender pronouns modified to be more 
current.) The point is, it’s advisable to recognize 
the virtue of collaborating with others possessing 
talents or expertise outside your own.”

Further to Branch’s point is the recognition that 
today’s companies and individuals need to 
embrace equally — appealing to outside experts 
and/or using a team can not only expedite the 
adoption process, it can lead to greater suc-
cesses than simply acting alone.

At the end of the day, what this new era is forcing 
so many of us to recognize may be summed 
up in a quote from renowned physicist Albert 
Einstein: “No problem can be solved from the 
same level of consciousness that created it.”

If we want to stay competitive, if we want to stay 
ahead of what’s coming, we truly must transform 
our thinking. For once we do, a world of possibil-
ities may open up to us in novel ways we may not 
yet imagine.  

3 key elements to compete 
in unprecedented times 

 
Modify your mindset

 
Go small — to win big

 
 

Surround yourself with experts
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What do ’AI for Social 
Good’ projects need? 
7 key components 

Anna Bethke

Head of AI for Social Good, Intel

A
t their core, “AI for social good” 
projects use Artificial Intelligence (AI) 
hardware and software technologies 
to positively impact the well-being 

of people, animals or the planet — and they span 
most, if not all, of the United Nations’ Sustainable 
Development Goals (SDGs).

The range of potential projects continues to grow 
as the AI community advances our technology 
capability and better understands the problems 
being faced.

One of the interesting aspects about several of 
Intel’s “AI for social good” projects is that no new 
or novel technology was required.

Our team of AI researchers at Intel achieved 
success by working with partners to understand 
the problems, collecting the appropriate data, 
retraining algorithms, and moulding them into a 
practical solution.

In fact, the call for proposals to be shared at 
upcoming AI for social good workshops held at 
NeurIPS and ICLR stated that submitted projects 
“do not necessarily need to be of outstanding 
theoretical novelty”.

“ The range of 
potential projects 

continues to grow as 
the AI community 

advances our 
technology 

capability and better 
understands the 

problems being faced. 
Anna Bethke

IT
U

 N
ew

s 
M

A
G

A
Z

IN
E

 0
3/

20
19

32

AI for sustainable development

https://www.intel.com/content/www/us/en/homepage.html
https://www.un.org/sustainabledevelopment/sustainable-development-goals/
https://www.intel.ai/ai4socialgood/
https://aiforsocialgood.github.io/iclr2019/index.htm


Key project elements

At its core, an AI for social good project requires the 
following elements:

   A problem to solve, such as improving water 
quality, tracking endangered species, or 
diagnosing tumors.

   Partners to work together in defining the 
most complete view of the challenges and 
possible solutions.

   Data with features that represent the problem, 
accurately labelled, with privacy maintained.

   Computer power that scales for both training and 
inference, no matter the size and type of data, or 
where it lives. An example of hardware choice is 
at ai.intel.com/hardware.

   Algorithm development, which is the fun part! 
There are many ways to solve a problem, from a 
simple logistic regression algorithm to complex 
neural networks. Algorithms match the problem, 
type of data, implementation method, and more.

   Testing to ensure the system works in every 
way we think they should, like driving a car in 
the rain, snow, or sleet over a variety of paved 
and unpaved surfaces. We want to test for every 
scenario to prevent any unanticipated failures.

   Real-world deployment, which is a critical and 
complicated step that should be considered right 
from the start. Tested solutions need a scalable 
implementation system in the real world, or risk 
their benefits not seeing the light of day.

An AI for social 
good project needs

 
A problem to solve

 
Partners

 
 

Data

 
Computer power

 
Algorithm development

 
Testing

 
Real-world development
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Intel’s hands-on workshop at the AI for 
Good Global Summit

At the end of May, Intel AI travels to Geneva, 
Switzerland, for the AI for Good Global Summit 
hosted by ITU, and will speak to each of these 
elements in a hands-on workshop.

We will cover the basics of AI, provide examples 
of how it can be used, and give attendees virtual 
access to easy-to-use Jupyter Notebooks running 
Python code so they can practice the techniques 
we discuss throughout the day. The workshop 
is designed to give participants the information 
they need to better leverage the capabilities 
of AI.

Among the most powerful tools we have to 
affect change in our world are those to connect, 
innovate, and synthesize ideas, using the latest 
available technologies and resources.

Revitalization of global partnerships for sustain-
able development is one of the UN’s 17 goals, 
and we expect to see it in force during the AI for 
Good Global Summit. Until then, we hope the 
projects shared on Intel’s AI for Social Good site 
demonstrate the power that technology has to do 
great things, especially when we come together 
as a community to solve complex problems.  

“ The workshop 
is designed to give 

participants the 
information they need 

to better leverage the 
capabilities of AI. 

Anna Bethke
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Four key lessons 
from using AI to 
address child abuse

Joelle Casteix

Founding board member, Zero Abuse Project

Z
ero Abuse approached Artificial 
Intelligence (AI) with a big question: 
Could we use AI and big data to track 
institutional behaviour in response to 

perpetrators of child sexual abuse?

We learned quickly that the answer is yes.

We are developing ZeroAbuse.ai with these 
lofty goals. However, the business challenges we 
face are Herculean: how do we turn aspiration 
into application?

That application is a tool that uses publicly 
available data to discern institutional patterns of 
behaviour that indicate child sexual abuse and 
cover-up within an institution.

Until now, subject matter experts in child sexual 
abuse prevention have decades of data, but 
because it was inaccessible (or primarily on 
paper), subject matter experts were forced to rely 
on intuition and anecdote to find perpetrators 
and those who cover them up.

“ Zero Abuse 
approached 

Artificial
Intelligence 

with a big 
question. 

Joelle Casteix
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Technologists had used various methods to try 
and track individual perpetrators for years, but 
without the expertise of the men and women 
“in the trenches” and without access to big data 
sources, these technologies usually failed, due 
to limited input and technologists’ restricted 
understanding of the intricacies of the problem. 
Simply put: technologists were making self-driv-
ing cars and child sexual abuse subject matter 
experts were working out of spiral notebooks 
and static HTML.

Our challenge: how do we bring these two very 
different groups together in our united purpose 
and teach them to speak the same language?

To reach our goal of turning aspiration into appli-
cation, we had to accomplish four things.

Understand the goal of 
our AI solution

We came to AI with a specific question and a 
specific business goal. We wanted to track perpe-
trators and those who cover them up. We knew 
that our data reflected institutional behaviour. It is 
fundamental for us to keep our eyes on this prize 
for our first phases and not get distracted with 
other potential uses.

Find the right partners

The Zero Abuse Project is not a technology com-
pany. We are a non-profit dedicated to a world 
where children are free from abuse. The best 
technology company in the world may not be the 
best technology partner for us. We are people 
of passion and heart. Our subject matter experts 
need to be educated from the ground up when it 
comes to tech. 
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The technologists needed an education as 
well — but the education they get is going to be 
traumatic. When we look for partners, we ask the 
bigger questions: Why do you do what you do? 
What are you willing to risk? What scares you? 
Are you willing to change the way you think?

A lot of companies are not ready for that leap. 
Our partner, Technossus, was. After sitting with 
us, we realized that they were ready to break free 
of their own technological chains and think with 
the passion that led us to their office doors in the 
first place.

Dive deeply into the development 
process before a single line of 
code is written

The work of uncovering institutional sexual abuse 
is complicated and ugly. Our data is even worse. 
Our partner, Technossus, rightly estimated for 
that. They sat with our subject matter experts for 
weeks, and even then, there were still questions.

Our subject matter experts had mountains of 
esoteric, hard copy data dating back 50 years. 
The rest of the document storage is encased 
in memory, anecdote, secret documents, and 
coded language. Finally, the subject mat-
ter experts had to translate a baffling insti-
tutional structure. This was a history, social 
work, language, and economics crash course 
for Technossus.

Spread the passion between the 
partners and the subject 
matter experts

Working in the world of child sexual abuse pre-
vention is tough. The trick is to engender passion. 
All of us at Zero Abuse have created a world 
where it is impossible for us to walk away from 
the work we do: we love it too much. We know 
we are making a difference. That’s the passion 
we spread to our partners. They know they are 
changing the world.

There is no greater motivation for excellence.

However, AI training requires a special type of 
collaboration, one that requires substantially 
more effort than a traditional IT project.  

“ Are you willing 
to change the 

way you think? 
Joelle Casteix
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Advances in AI-enabled 
language translation 
hold special promise for 
the developing world

Vicki L. Hanson, PhD

CEO, Association for Computing Machinery

A
s many readers of ITU News may be 
aware, the Association for Computing 
Machinery (ACM) presents the 
A.M. Turing Award annually. Often 

referred to as the “Nobel Prize of Computing,” 
the A.M. Turing Award is accompanied by a 
USD 1 million prize funded by Google. 

The advent of neural 
machine translation

In 2018, Geoffrey Hinton, Yoshua Bengio and 
Yann LeCun received the award for their contri-
butions to machine learning using deep neural 
networks. Deep learning is one of the most trans-
formative technologies of Artificial Intelligence 
(AI) research, and has resulted in major break-
throughs in areas including computer vision, 
speech recognition, language processing, and 
robotics. 

One of the most interesting advances made 
possible through deep learning technologies is 
machine translation, or the ability of computers to 
translate between languages. 

“ Great strides have 
already been made 
in deploying these 

new AI technologies 
in Africa. 
Vicki L. Hanson
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Using a new process called neural machine 
translation, AI language algorithms have resulted 
in far more precise language translations than 
were previously thought possible. Unlike earlier 
approaches to AI translation (such as statistical 
machine translation, which translated sentence 
fragments), neural machine translation translates 
entire sentences. 

These very recent advances in machine transla-
tion and speech recognition, combined with the 
proliferation of smartphones around the world, 
means that people can bridge language gaps 
simply by carrying their phones with them and 
using one of the many new language translation 
apps that are available. 

The potential of these new capabilities is far 
greater than helping a tourist find their way to 
a museum or restaurant during a holiday. In the 
developing world, language barriers can sig-
nificantly impede education, health care, and 
economic development — and even contribute to 
inter-communal violence. 

The challenge of overcoming language barriers 
comes into fuller view when you realize that there 
are an estimated 2000 languages spoken in 
Africa alone. 

For example, in a 2006 study, researcher Michael 
Levin found that in a large pediatric hospital in 
Cape Town, South Africa, only 6% of medical 
interviews with the parents of patients were con-
ducted in their first language. In the study, par-
ents cited language and cultural barriers as the 
major impediments to their effective participation 
in health care rendered to their children. 

Another study focusing on South Africa under-
scored how accessing online education could 
enhance people’s lives — if only language 
wasn’t a barrier. Authors Jade Abbott and Laura 
Martinus pointed out that, while the Internet com-
prises 53.5% of English content, the remaining 
10 official languages of South Africa comprise 
just 0.1% of online content. 
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And, in the most urgent example, the non-profit 
organization, Translators without Borders, notes 
that “basic phrases can change and save lives in 
a humanitarian emergency, yet often commu-
nication fails because humanitarian aid workers 
and the people affected do not speak the same 
language.” 

Great strides have already been made in deploy-
ing these new AI technologies in Africa. Google 
Neural Machine Translation, which offers transla-
tion between English and 103 languages around 
the world, now supports translation for 13 African 
languages, including Igbo, Swahili, and Zulu — 
three of the most popular on the continent. It is 
hard to quantify the benefits these new transla-
tion capabilities have already fostered. 

’Low-resource’ language challenges

At the same time, significant challenges 
remain. For current neural machine translation 
approaches to work well, the machine translation 
program must first have access to a considerable 
volume of text in each of the languages (or the 
language pair) from which the translation will take 
place. 

This may not be a problem when translating 
between English and Chinese, where countless 
volumes have already been translated, but it is 
a problem translating, for example, English and 
Sepedi, one of the other official languages of 
South Africa. 

Languages that do not have considerable vol-
umes of text available for translation are often 
referred to as “low-resource” languages. 

These languages can be “low-resource” for a 
variety of reasons, including that the language is 
primarily oral in nature rather than written; there 
is a lack of standardized spelling; or because 
there are too many variations across different 
dialects. 

A new goal for the AI community

So a new goal for the AI community is finding 
ways to develop neural machine translation for 
these low-resource languages. 

Promising approaches are being explored, 
and the academic community and leading 
tech companies are actively involved in the 
effort. For example, just last month, Facebook 
announced research grants for computer scien-
tists who can develop robust translation algo-
rithms for low-resource languages. 

Because of the leapfrog advances that we have 
seen in this area of AI in just the last 15 years, the 
worldwide computing community is excited to 
see what innovations are on the horizon and how 
these technologies might continue to improve 
the human condition.  

“ A new goal for 
the AI community 
is finding ways to 

develop neural machine 
translation for these low-

resource languages. 
Vicki L. Hanson
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Why storytelling can 
help build inclusive AI

Davar Ardalan
CEO and Storyteller in Chief, IVOW

Zarmeen Pavri
Joint Managing Director, 37°C

W
e are witnessing a pivotal time in human 
history, as Artificial Intelligence (AI) is 
integrated into just about every new or 
established industry. 

However, with this promise there is a global lack of under-
standing. What is AI and why should I care? 

International aid and development agencies are investing in 
many aspects of AI technology and we suggest that storytell-
ing must be one of them.

More and more, AI can be used to preserve indigenous lan-
guages and cultural heritage, which provide a core foundation 
in sustaining communities. 

“ International aid and development 
agencies are investing in many aspects 

of AI technology and we suggest that 
storytelling must be one of them. 

Davar Ardalan/Zarmeen Pavri
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On 28–31 May, 2019 at the AI for Good Global 
Summit in Geneva, AI, Culture and Storytelling 
will be workshopped for the first time. 

About the storytelling workshops

Storytellers and AI experts alike will tackle the 
various challenges, roadblocks, and opportuni-
ties relating to this future and ask this question: 
Can the fusion of AI and storytelling be a new 
tool in preserving human culture and history?

The sessions, led by AI and storytelling thought 
leaders, will explore pioneering research on 
automated storytelling and include hands-on 
workshops on standard methodologies and 
structured data collection as one of the keys to 
training algorithms to be more culturally aware. 
In addition, the workshops will delve into ethical 
and historical considerations as we create the 
foundations for deeply inclusive AI.

The ability to explore, identify, and convert latent 
untapped storytelling narratives and trans-
late them into structured meaningful knowl-
edge-sharing data and products can also attempt 
to address the issues around ensuring inclu-
siveness and diversity within the AI and digital 
storytelling context.

The thought leaders who will be there

AI and culture expert Rafael Pérez y Pérez is 
one of the thought leaders attending the sum-
mit. A professor at the Universidad Autónoma 
Metropolitana at Cuajimalpa, México City, he 
specializes in AI and computational creativity, 
particularly in automatic narrative generation. 

Pérez is the author of MEXICA 20 (see story 
illustration video below), short narratives devel-
oped by the computer program MEXICA. 
Plots describe fictional situations related to the 
Mexicas (also known as Aztecs), ancient inhabit-
ants of what today is Mexico City.

Here is a video that illustrates 
a story that is part of the book 

“MEXICA 20 years — 20 stories”.

MEXICA 20 years 
— 20 stories

Source: http://www.rafaelperezyperez.com/profile/
publications/
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Also at the Geneva AI Summit will be Wolfgang 
Victor Yarlott, a member of the Native American 
Crow tribe. Yarlott’s pioneering research took 
place with the Genesis Story Understanding 
System at MIT’s Computer Science and Artificial 
Intelligence Laboratory. In collaboration with 
his Professor Patrick Winston, Yarlott wanted to 
determine whether the system could under-
stand stories from Crow folklore as well as it 
understood the works of Shakespeare. At first his 
“audience” was the program itself — he wanted to 
instill an understanding.

Over the course of his work, Yarlott analysed 
three collections of Crow literature, created a list 
of cultural features present in the stories, identi-
fied four as particularly important (unknowable 
events, medicine, differences as strengths, and 
uniform treatment of entities), and developed 
a set of five Genesis-readable stories in which 
those features were prominent. 

This led to several new elements in the story-un-
derstanding model. With these new elements, he 
was able to prove that Genesis is indeed capable 
of understanding stories from the Crow culture, 
bringing it one step closer to being a universal 
story-understanding system.

’Graduating’ learning platform

The summit will provide a “graduating“ learning 
platform for existing storytellers and new entrants 
into this field. Participants will be able to enhance 
their technical know-how and keep up to date 
with the nascent landscape of inclusive AI.
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We’re at a critical moment where citizens, gov-
ernment agencies, funders, donors, and impact 
investors can push the learning boundaries, 
have a growth mindset, and invest in innova-
tive ways to capture activities and interests of 
global communities.

It will become an imperative that AI and story-
tellers ensure they capture the authentic local 
community stories that showcase heritage and 
culture and human essence in order to build 
deeply inclusive AI.

Building better AI tools

An inclusive philosophy will result in building 
better AI tools that can be used within the digital 
storyteller’s toolkit to improve and enhance 
community engagement, strengthen local value 
chain development, enhance inclusive markets 
and inclusive businesses, and create shared 
learnings on how we can better help improve the 
lives of those living in poverty in emerging and 
frontier economies.

Today, citizens, technologists, data scientists, 
developers, entrepreneurs, students, academics, 
non-governmental organizations (NGOs), gov-
ernments, businesses, and investors have a larger 
role to play than ever before in leading global 
engagement in new and inclusive ways.

Many countries are now working towards shifting 
capital to be directed at scale to align with the 
United Nations’ Sustainable Development Goals 
(SDGs) to create resilient economies and to prior-
itize human well-being, social equity and environ-
mental protection.

With this global momentum to strengthen social 
capital, conserve and preserve natural capital, 
and work towards transforming our economies 
and societies, the use of AI will play a significant 
role to ensure that cultural heritage within com-
munities is also preserved and protected.

The application of deeply inclusive AI coupled 
with digital storytelling can provide an amplifi-
cation role and play the “perseverance role“ in 
ensuring the integrity of people’s history.

Concerted effort needed

We will need a concentrated effort, like the 
AI Commons project, with a focus on crowd-
sourcing and tagging intangible cultural herit-
age, to bring together the objectives, interests, 
and values among aid, trade, and business. The 
use of deeply inclusive AI can be beneficial in 
supporting, extending, and amplifying existing 
developmental aid and social program initiatives; 
but it is more important that it also be consid-
ered and incorporated into the design of new 
social programs.

A global call to tag datasets and shape an 
inclusive future for automated media is not that 
far-fetched. We can turn to engaged citizens, 
storytellers, and students to help us tag data 
on world cultures and traditions. Together, we 
can try to design the next generation of digital 
engagement and intelligence machines to be 
culturally conscious.
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Hey AI, make my story count 

We are launching a month-long digital cam-
paign (20 May–13 June) asking people around 
the world to share their heritage stories in 
under :60 on video or via text, audio on social 
media. 

The goal is to generate a new conversation 
around intelligent inclusion — to invite the global 
public to share their heritage stories — and for 
AI developers to engage in the promise of 
storytelling as a tool to make AI systems more 
inclusive. A closer consideration of local cultures 
and traditions could greatly improve the ability of 
non-storytelling AI to respond to people’s values 
and interests.  
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AI — the music industry’s 
newest producer

Frederic Werner

Head of Strategic Engagement, 
ITU Standardization Bureau

G
one are the days of writer’s block. 
Today’s would-be songwriters now 
have a game-changing tool at their 
disposal — Artificial Intelligence (AI). 

Many now view AI as a partner in music making, 
enhancing music, and leveling the playing field — 
enabling artists to experiment with music in ways 
that would have required working with multiple 
technical and musical collaborators as well as 
significant budgets in the past. 

As a life-long drummer and student of 
music, I always took pride in the proverbial 
“10 000 hours” required to master a craft, 
thus creating a certain entry bar for would-be 
musicians. 

At the same time, I probably wasted an equal 
amount of hours struggling with buggy recording 
software, expensive studios, and collaborating 
with a mixed bag of musicians (some amazing — 
some not so). 

The prospect of a collaborative AI music partner 
has its appeals, but is using AI to make music 
simply cheating?

“ Today’s would-be 
songwriters now have 
a game-changing tool 

at their disposal — 
Artificial Intelligence. 

Frederic Werner
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Prior to the invention of photography, realistic 
portraits and images of the world could only 
be produced by highly-skilled painters. Today, 
we take photography for granted and it is hard 
to imagine just how amazing it must have been 
to see a well-executed realistic painting in the 
1800s. One could say that photography was 
one of the major triggers of the modern art 
movement, giving rise to creative geniuses like 
Vincent Van Gogh and Pablo Picasso. Without 
photography, perhaps modern art would never 
have existed.

What is the artist’s role now?

Could AI-generated music create a similar 
catalyst for a musical revolution? And if music 
creation is reduced to a mechanical process, then 
what is the artist’s role?

ALYSIA, founded by computer scientists who are 
also musicians, has a mission to “democratize 
songwriting through AI,” empowering anyone to 
write songs. 

“People who have never previously written songs 
are able to create original music in a matter of 
minutes,” explains Dr Maya Ackerman, CEO/
Co-founder of WaveAI, which created ALYSIA. 
“The process begins with the user selecting an 
instrumental backing track and choosing (or 
entering) topics that the lyrics should discuss. 
The AI-based lyrics assistant then proposes lyrics 
one line at a time, which the user can simply 
select from to piece together the lyrics.” 

“More advanced users can edit ALYSIA’s sugges-
tions, or enter their own lyrical lines or melodies,” 
says Ackerman. “Professional musicians use the 
platform to break out of writer’s block, since the 
AI-based system never runs out of fresh ideas.” 
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Google Magenta is an open-source research 
project started by Google Brain that uses 
TensorFlow technology to enhance music pro-
duction. Magenta recently developed NSynth 
(Neural Synthesizer), a machine learning algo-
rithm that uses a deep neural network to learn 
the characteristics of sounds, and then create a 
completely new sound based on these charac-
teristics. NSynth is still in its prototype phase, and 
researchers are currently working with profes-
sional musicians to fine-tune the program. 

More ’creative autonomy’?

YouTube star Taryn Southern, with over 700 mil-
lion views, released the first-ever album com-
posed and produced entirely with AI, using AIVA, 
Amper Music, IBM’s Watson Beat, and Google’s 
Magenta. 

“The major benefit of working with AI is having 
control over the creative process and being able 
to see something from inception to completion,” 
Southern says. “I don’t have a traditional music 
background, so having the ability to create 
music on my own and in my own time is incredi-
bly empowering.”

“I start by making a series of decisions about what 
BPM, rhythm, key, mood, instrumentation I want 
— and then essentially giving the AI ’feedback’ or 
’notes’ each time it generates a new possibility 
until I’m happy with the overall song,” Southern 
explains. “I then download, arrange and mix the 
stems into a structure. From a creative standpoint, 
the process of working with AI is quite similar to 
the process of working with another human — 
both rely on each other’s talents and inspiration 
to accomplish a given goal. 

AI gives me more creative autonomy in terms of 
what decisions I make and when a song is ready 
to be complete.” 

Is it ’cheating’?

Southern argues that using AI to make music is 
absolutely not cheating. “The idea that a short-
cut to any creative process undermines the 
whole process is the very antithesis of creativity. 
I imagine in twenty years, ’coding’ songs will 
be commonplace.”

Should musicians feel threatened by the advent 
of collaborative AI musicians? World-renowned 
fusion drummer Jojo Mayer doesn’t think so. 

He has built a career by effectively reverse-engi-
neering electronic music and using it to push his 
physical human limits as a drummer and create 
an innovative style of drumming. 
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“ Data is made up of ones 
and zeros, and our art and 
humanity lays in the space 

between one and zero. 

Jojo Mayer
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“Data is made up of ones and zeros,” Mayer 
says, “and our art and humanity lays in the space 
between one and zero.” 

It was famous jazz musician Miles Davis who 
said it’s not how many notes you play, but rather 
the notes you choose not to play that makes a 
great performance. You can have all the data and 
AI-powered tools in the world at your fingertips, 
but choosing what not to do might just be the 
new “entry bar“ for future artists. 

Some people, with little understanding of current 
AI technology or music (or both), worry that 
AI will make musicians obsolete. I don’t subscribe 
to this point of view. 

I believe these new tools could open enormous 
creative opportunities for music that won’t 
replace artists, but will rather empower them. 

If this technology could one day help unlock the 
next Jimi Hendrix, I say bring it on.  
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About the Album

I AM AI is the first album by a solo 
artist composed and produced with 
artificial intelligence. The songs 
explore the future of humans and 
machines, asking the questions: 

Who are we?  
What will we become 
…and are we ready?

Comprised of eight tracks, the 
album’s first single “Break Free” 
currently has more than 4 million 
streams and landed on the 
Mediabase Indicator radio charts 
at #48 in August of 2018. The song 
has garnered reviews and coverage 
from publications like Wired, Forbes, 
and Fast Company. 

YouTube’s Creator Lab awarded 
Taryn a grant in 2017 to create three 
immersive VR videos, of which two 
songs on the album were written for.

I AM AI was released on 
27 September 2018.

About The Process

Machine learning can be used to 
process, compose, and produce 
composition or instrumentation. 
With rule based AI, the artist 
can direct parameters (i.e. BPM, 
rhythm, instrumentation, style.) 
With generative AI, the artist can 
input musical data, and apply deep 
learning to output new musical 
compositions based on statistical 
probabilities and patterns. Editorial 
arrangement plays a heavy part in 
the artist’s process in either scenario.

Taryn used a combination of tools 
including IBM’s Watson Beat, 
Amper, AIVA, and Google Magenta. 
In all cases, AI software composed 
the notation, and when Amper was 
used, the AI also produced the 
instrumentation. 

Taryn arranged the compositions 
and wrote vocal melodies and 
lyrics, while producer Ethan Carlson 
handled vocal production, mixing 
and mastering.

I AM AI
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What is the role of artists 
in AI development?

Christian Rauch

Managing Director, STATE Experience Science 

A
rtificial Intelligence (AI) innovations 
have been causing quite a stir in 
the field of arts and culture lately. 
They have been creating movies, 

paintings, music, poetry — and much more.

One prime example was when the first piece 
of AI-generated art to be sold at a major auc-
tion house stunned the art market last year 
with a remarkable price tag nearly 45-times its 
high estimate.

As AI algorithms start to generate artistic works 
that are compared to the pinnacle of human 
creativity, it raises the question of what the role of 
artists in future development of artificial intelli-
gence may be. 

Is this the beginning of the end of human crea-
tivity and the relevance of artists? Should we rely 
on computers to inspire us in the future with their 
creative outputs? 
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“ In the field of 
arts and culture, 

AI innovations 
have been causing 

quite a stir. 
Christian Rauch
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What value should be placed on 
AI-derived art?

While hardly anyone would argue today that the 
application of AI algorithms brings forward many 
new and surprising results, the issue of value is 
not as easily accessible. 

In fact, value and meaning only make sense from 
a particular perspective, such as personal or soci-
etal, and have to be renegotiated continuously. 
Oftentimes, an absolute definition cannot be 
found and is dependent on subtle contexts and 
weak relations. 

Here lies one of the great difficulties with 
machine creativity — and, simultaneously, the 
necessity of human intervention. 

AI technologies offer artists and creatives a range 
of new tools that give birth to exciting applica-
tions in the creative sector. However, it is in the 
creation of contexts and the negotiation of what 
matters for us — as individuals and as societies 
— where the true meaning of the work of artists 
starts to emerge. 

The development of AI raises a range of 
most important questions that will need to be 
answered. We need skilled facilitators who will 
allow us to reflect the key issues from as many 
angles as possible — and include in this discourse 
as many voices as possible. We need to identify 
positive visions of how AI may be used for our 
maximum benefit and avoid dangerous pitfalls. 

Moreover, a high degree of new thinking and 
ingenuity is necessary in order to exploit the 
positive potential of AI technologies across all 
sectors, including the art world.
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AI-driven art on display

At the third AI for Good Global Summit, works 
of art on the topic of AI will be displayed for the 
first time alongside technological and scientific 
breakthroughs. 

The works will add meaning and richness to the 
debate around the societal implications of AI and 
will enable a broader audience to connect with 
AI on a direct and emotional level, while inspiring 
participants to contemplate the bigger picture in 
order to commonly build future visions around 
the meaningful use of AI.

As content partner for the arts programme of the 
summit, Berlin-based art-science initiative STATE 
will show a selection of artists and results from the 
recent AI Innovationcamp Gestaltungsmaschine, 
organized together with the Kompetenzzentrum 
für Kultur- und Kreativwirtschaft for the German 
Federal Ministry of Economy. 

Exploring the opportunities at the intersection 
of AI development and arts and creative indus-
tries, the event produced a range of inspiring 
examples of the possible impact of artists in 
AI development. 

Among the artwork shown in the exhibition at ITU 
are UNFINISHED, a creative dialogue between 
painter Roman Lipski and an AI developed by 
Birds on Mars, Christian “Mio” Loclair’s work, 
Narciss, a robot installation that uses AI to analyse 
itself, seemingly reflecting on its own existence, 
as well as recent work from Sascha Pohflepp and 
team, who in collaboration the Natural History 
Museum in Berlin ask about the future of evolu-
tion in the anthropocene.

If you miss the opportunity to visit the exhibition 
in Geneva, you may still see these works and 
others at the art and science gallery STATE Studio 
in Berlin. It’s one of the many new spaces around 
the world that focus on stimulating dialogue 
on scientific and technological development 
through the works of artists and designers, in 
order to facilitate a more holistic dialogue about 
future innovation.  

“ Is this 
the beginning 

of the end of 
human creativity 
and the relevance 

of artists? 
Christian Rauch
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’AI for Good’ or scary AI?

Neil Sahota and Michael Ashley

Authors of ’Own the A.I. Revolution’

S
ome futurists fear Artificial Intelligence (AI), perhaps 
understandably. After all, AI appears in all kinds 
of menacing ways in popular culture, from the 
Terminator movie dynasty to homicidal HAL from 

2001: A Space Odyssey.

Though these movies depict Artificial General Intelligence 
(AGI) gone awry, it’s important to note some leading tech 
scholars, such as George Gilder (author of Life After Google), 
doubt that humans will ever be able to generate the sentience 
we humans take for granted (AGI) in our machines.

As it turns out, the predominant fear the typical person actually 
holds about AI pertains to Artificial Narrow Intelligence (ANI).

Specialized, ANI focuses on narrow tasks, like routing you to 
your destination — or maybe one day driving you there.

“ Specialized, ANI focuses on 
narrow tasks, like routing you 

to your destination — or maybe 
one day driving you there. 

Neil Sahota/Michael Ashley
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Much of what we uncovered when cowriting our 
new book, Own the A.I. Revolution: Unlock Your 
Artificial Intelligence Strategy to Disrupt Your 
Competition, is that people fear narrow task-com-
pleting AIs will take their job.

“It’s no secret many people worry about this type 
of problem,” Irakli Beridze, who is a speaker at 
the upcoming AI for Good Global Summit and 
heads the Centre for Artificial Intelligence and 
Robotics at the United Nations Interregional 
Crime and Justice Research Institute, told us 
when interviewed for the book. “One way or 
another, AI-induced unemployment is a risk we 
cannot dismiss out of hand. 

We regularly see reports predicting AI will wipe 
out 20 to 70 per-cent of jobs. And we’re not just 
talking about truck drivers and factory workers, 
but also accountants, lawyers, doctors, and other 
highly-skilled professionals.”

The reports Beridze mentioned are bound to 
cause deep concern. At first.

But what we discovered when researching 
the book’s material, particularly interviewing 
thought leaders, is that there is often a flip side to 
everything AI-related.

Like any significant tool, from the train to the 
computer, AI possesses both the ability to cause 
havoc and help at the same time. Or as Beridze 
went on to say: “But then I see reports that AI will 
also create more jobs than it replaces. They’ll just 
be different kinds of jobs.”

Stephen Ibaraki, futurist, and one of the founders 
of the AI for Good Global Summit with XPRIZE 
Foundation echoed a similar sentiment.

“This year there is actually some data indicating 
that, because of enhanced capabilities and pro-
ductivity, as well as a growing economy, jobs may 
even increase rather than decrease.”

While acknowledging some jobs will be 
replaced, especially manual tasks, Ibaraki sug-
gested an even greater number may be created 
in what’s being termed the coming “Fourth 
Industrial Revolution” that may yield an increase 
in wealth of USD 16 trillion by 2030.

Potential breakthroughs

Again, providing a counterpoint to many of the 
concerns surrounding AI raised in public, it was 
refreshing to hear two ITU officials describe the 
breakthroughs this technology is having in key 
areas, such as health care.
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“I see AI having a large impact on health care 
very quickly,” says Frederic Werner, the Head 
of Strategic Engagement Division for ITU’s 
Standardization Sector. “With AI, we can use 
mobile phones to detect conditions, like skin can-
cer or diabetes. There’s already an app to analyse 
suspicious skin growth, alerting users when they 
should go see a dermatologist. And this isn’t just 
for use in developing countries with a shortage of 
doctors. It’s helpful in developed countries, like 
the U.K., where it can take up to a year to get an 
appointment with a specialist.”

Likewise, Dr Reinhard Scholl, Deputy to the 
Director of ITU’s Standardization Bureau, relates 
to us the progress he predicts AI will have on a 
formidable, long-time humanitarian challenge.

“Let us look at how AI could address the elimi-
nation of poverty,” says Dr Scholl. “Step one is to 
discover where the poorest people actually live. 
It seems obvious, but it is actually a difficult task. 
The old way to do this was simply to go door-to-
door, but this is time consuming, expensive, and 
often dangerous. A more modern way is to use 
satellite imagery relying on night-time images, 
but that doesn’t allow you to differentiate grades 
of poverty. 

However, recently Stanford University used 
machine learning to show that daytime satellite 
images were much better than night-time images 
for mapping poverty. In principle, their model can 
make predictions at any resolution by analysing 
daytime satellite images.”

Hearing first-hand from experts such as these, as 
well as the many other deep thinkers in our book, 
inspired us throughout its writing. Our deepest 
purpose in creating the material was to not only 
assuage fears via pragmatic thinking: we wanted 
to empower readers to seize this opportunity 
for themselves.

Consequently, we are deeply honoured to launch 
our book at the upcoming AI For Good Global 
Summit this year. We can think of no other better 
way to usher in a new era of uncommon opportu-
nity for tech-inspired positivity.  

 

“ What we 
discovered… , is that 
there is often a flip 
side to everything 

AI-related. 
Neil Sahota/Michael Ashley
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Can we build guidelines 
for trustworthy, 
ethical AI?

Dr Virginia Dignum

Professor of Social and Ethical Artificial 
Intelligence at Umeå University

J
ust last week, the European Union 
published its Guidelines for 
Trustworthy AI.

A few weeks earlier, the first edition of 
the IEEE initiative on Ethically Aligned Design 
(IEEE-EAD) report — A Vision for Prioritizing 
Human Well-being with Autonomous and 
Intelligent Systems was presented.

The impact of these two reports, one coming 
from the European Union (EU) and the other 
from one of the leading international profes-
sional organizations of engineers is potentially 
very large. (Full disclosure: I am a member of the 
EU high-level group on AI and of the executive 
committee of IEEE ethically aligned design (EAD) 
initiative, the bodies behind these two reports.)

Engineers are those that ultimately will imple-
ment AI to meet ethical principles and human val-
ues, but it is policy-makers, regulators and society 
in general that can set and enforce the purpose.

We are all responsible.

“ Ensuring an 
ethically aligned 
purpose is more 
than designing 

systems whose result 
can be trusted. 

Virginia Dignum
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Moving from principles to guidelines

Both previously-mentioned documents go well 
beyond proposing a list of principles. They aim 
at providing concrete guidelines to the design of 
ethically aligned AI systems. Systems that we can 
trust, systems that we can rely on.

Based on the result of a public consultation 
process, the EU guidelines put forward seven 
requirements necessary (but not sufficient) to 
achieve trustworthy AI, together with meth-
ods to achieve them, and an assessment list to 
check them.

The requirements include:
   Human agency and oversight
   Technical robustness and safety
   Privacy and data governance
   Transparency
   Diversity, non-discrimination and fairness
   Societal and environmental well-being
   Accountability

The IEEE-EAD report is a truly bottom-up inter-
national effort, resulting from the collaboration 
of many hundreds of experts across the globe 
including Asia and the Global South. 

Framework for Trustworthy AI
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Trustworthy AI

Lawful AI

(not dealt with in this document)

Ethical AI Robust AI

Assessment of 
Trustworthy AI

Trustworthy AI 
Assessment List

Operationalize the key 
requirements

Tailor this to the specific 
AI application

Foundations of 
Trustworthy AI

4 Ethical principles    Respect for human 
autonomy

   Prevention of harm
   Fairness
   Explicability

Adhere to ethical principles based 
on fundamental rights

Acknowledge and address 
tensions between them

Realization of 
Trustworthy AI

7 Key Requirements

Technical 
Methods

Non-
Technical 
Methods

   Human agency and 
oversight

   Technical robustness and 
safety

   Privacy and data 
governance

   Transparency
   Diversity, non-

discrimination and fairness
   Societal and environmental 

well-being
   Accountability

Implement the key requirements Evaluate and address these 
continuously throughout the 

AI system’s life cycle
via

Source: Ethics guidelines for trustworthy AI, the European Commission
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It goes deeper and beyond a list of requirements 
or principles, and provides in-depth background 
on many different topics.

The IEEE-EAD community is already hard at work 
on defining standards for the future of ethical 
intelligent and autonomous technologies, ensur-
ing the prioritization of human well-being. 

The EU will be piloting its assessment list in the 
coming months, through an open call for interest.

As mathematician and philosopher Norbert 
Wiener wrote back in 1960: “We had better be 
quite sure that the purpose put into the machine 
is the purpose which we really desire.” Moreover, 
we need to ensure that we put in place the social 
and technical constructs that ensure that the pur-
pose remains in place when algorithms and their 
contexts evolve.

Ensuring an ethically aligned purpose is more 
than designing systems whose result can be 
trusted. It is about the way we design them, why 
we design them, and who is involved in design-
ing them. It is a work of generations. It is a work 
always in progress.

Obviously, errors will be made, disasters will 
happen. We need to learn from mistakes and try 
again — try better.

It is not an option to ignore our respon-
sibility. AI systems are artefacts decided, 
designed, implemented and used by us. 
We are responsible.

We are responsible to try again when we fail 
(and we will fail), to observe and denounce when 
we see things going wrong (and they will go 
wrong), to be informed and to inform, to rebuild 
and improve.

The principles put forward by the EU and the 
IEEE are the latest in a long list of sets of prin-
ciples, by governments, civil organizations, 
private companies, think tanks and research 
groups (Asilomar, Barcelona, Montreal, Google, 
Microsoft,… just to mention a few). However, it is 
not just about checking that a system meets the 
principles on whatever is your favourite list.

These principles are not check lists, or boxes to 
tick once and forget. These principles are direc-
tions for action. They are codes of behaviour — 
for AI systems, but, most importantly, for us.

It is us who need to be fair, non-discriminatory, 
accountable, to ensure privacy of ourselves 
and others, and to aim at social and environ-
mental well-being. The codes of ethics are for us. 
AI systems will follow.

There is work to be done. We, the people, are the 
ones who can and must do it. We are responsible.  

 

“ AI systems are 
artefacts decided, 

designed, implemented 
and used by us. 

Virginia Dignum
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How the ’FRR Quality 
Mark for Robotics 
and AI’ aims to assess 
responsible robotics

Marjolein Vlaming

Senior Manager of Artificial Intelligence 
and Innovation, Deloitte, The Netherlands

R
obots and Artificial Intelligence 
(AI)-powered products are increasingly 
used for tasks that can have a high 
impact on our daily lives.

AI-powered products are, for instance, changing 
the way hiring procedures, credit ratings, or fraud 
detection are being carried out.

Robots are being used to support and replace 
humans in dull, dirty or dangerous tasks: drones 
for search and rescue, warehouses powered by 
robots, or surgical robots assisting surgeons.

While robots and AI-powered products may be 
working behind the scenes today, we can expect 
them to become a more pervasive part of our 
lives in the near future. But for most people it is 
hard, if not impossible, to understand how these 
products operate.

How can you, as a consumer, make sure that 
robots and AI-powered products are being made 
in a responsible manner and are doing what they 
are supposed to do?

“ Robots and 
AI-powered products 
are increasingly used 

for tasks that can 
have a high impact 

on our daily lives. 
Marjolein Vlaming
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To address these questions, the Foundation for 
Responsible Robotics (FRR) and Deloitte are 
developing the FRR Quality Mark for Robotics 
and AI: A quality mark that ensures that robots 
and AI-powered products are made in a 
responsible way, with attention to human rights 
and values.

The aim is to create a recognizable quality mark 
for consumers, comparable with the Fairtrade 
quality mark for products that have been pro-
duced to Fairtrade standards.

“As a consumer, you should be able to rely 
on a standard,” says Marc Verdonk, partner of 
Emerging Technology at Deloitte. “You don’t 
have to understand all the details of the technol-
ogy, you just have to know that someone with 
the right expertise using the right framework can 
ensure it is being made and used in a responsi-
ble way.”

Developing a framework

FRR is a non-profit organization with a charity 
status that aims to create a future of robotics and 
AI that are responsibly designed, developed and 
used. The board of the FRR consists of experts 
in ethics, robotics and AI, under the leadership 
of Aimee van Wynsberghe, assistant professor 
in Ethics of Technology at the Delft University 
of Technology.

“Our aim is to create a culture of responsible 
development of robotics and AI, to promote pub-
lic well-being for us and for the coming genera-
tions,” says Van Wynsberghe. Deloitte supports 
FRR through the Deloitte Impact Foundation 
and is contributing its AI and auditing expertise 
to FRR to help create the FRR Quality Mark for 
Robotics and AI.

Although the overall scope for the FRR Quality 
Mark for Robotics and AI is still being discussed, 
an important premise of it is to ensure that 
human rights and societal values are dealt with 
throughout the entire chain of creating the 
product. All products using robotics or AI will be 
able to apply for the quality mark. “That can be 
a wide variety of products,” explains Verdonk, 
“like algorithms, robots, smart devices and con-
nected toys.”

During the assessment, the FRR Quality Mark 
for Robotics and AI will take a close look at the 
product, such as the controls related to actuators, 
communication interface, sensors, data storage 
and firmware. Moreover, it will take a close look 
at the AI engine: How are the algorithms trained 
and tested? Can the algorithms be changed 
without authorization? The quality mark will also 
look at the policies and procedures used by the 
company that creates the product.

“ We want to 
do for  robotics 
what Fairtrade 

did for coffee. 

Watch the video
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“In all these aspects, the principles of creating 
something in an ethical manner have to be safe-
guarded,” says Verdonk.

Ensuring security and privacy

One aspect the FRR Quality Mark for Robotics 
and AI will take into account is security. “If you 
want to promote the responsible use of robotics, 
AI security is very important,” says Verdonk. “With 
large robots or drones, security should always be 
a priority. Or think of a doll that uses AI to interact 
with children. If the doll can be hacked and used 
for something completely different, the conse-
quences can be disastrous.”

Another aspect is privacy. “Take, for example, 
delivery robots,” says Verdonk. “They need cam-
eras to see the road. In theory, these cameras are 
able to film people who are passing by. But you 
can also consciously design the robots in a way 
that the camera is unable to film anyone above 
their knees, like the self-driving delivery robot 
of Starship Technologies. Respecting people’s 
privacy through this design choice is an ethical 
choice and these are the kinds of choices we 
want to encourage.”

Steering industry in the right direction

For consumers, the FRR Quality Mark for Robotics 
and AI can help them trust a technology that can 
be hard to understand. It can also help them to 
make a well-considered decision about what 
kinds of robotic or AI-powered products they 
want to buy or use.

For companies, the FRR Quality Mark for Robotics 
and AI can help to develop robots and AI in a 
transparent and responsible way.

“The FRR Quality Mark for Robotics and AI sets 
a standard that companies can adhere to,” 
Verdonk explains. “Companies want to show 
their customers that they actually do care about 
ethics. An independent quality mark can help 
to demonstrate that they take ethical considera-
tions seriously.”

Verdonk is convinced that the FRR Quality Mark 
for Robotics and AI will help to lift the industry 
standards for creating robots and AI-powered 
products, and that it will steer the industry in the 
right direction.

“I do think that robotics and AI will be very 
impactful technologies,” he says. “But in order to 
make that a positive impact, we need thoroughly 
tested products that have been developed and 
are being used in a responsible manner, as well 
as the trust of the general public. If we can create 
a trusted standard that ensures the responsible 
use of robotics and AI, we can create a future in 
which these technologies can have a tremendous 
positive impact.” 

 

“ How can you, as 
a consumer, make 

sure that robots and 
AI-powered products 

are being made in a 
responsible manner? 

Marjolein Vlaming
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