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Introduction
 Logs: record system runtime information

 Traditional Log File Anomaly Detection:

 based on domain knowledge

 use keywords search or regular expression match

 Challenges

 5G network system getting more complex to comprehend

 5G network system generate tons of logs

 Intelligent anomaly detection in log file is highly demanded 
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• Log collection：collect logs from large-scale systems

• Log parsing：extract a group of event templates to make the log structured

• Feature extraction：encode the parsed logs into numerical feature matrix

• Anomaly detection：the feature matrix can be fed into machine learning models for training to generate a 

model for anomaly detection  

Framework

Shilin He, et al. Experience Report: System Log Analysis for Anomaly Detection, 2016
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Methodology - Log Parsing  

Log Parsing

 Constant parts 

 variable parts

 Example:

 Connection from 10.10.34.12 closed

 Connection from 10.10.34.13 closed

 Connection from * closed
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Methodology - Log Parsing  

 Drain : an online log parser in a streaming manner

Step1: Preprocess by domain knowledge

Step2: Search by log message length

Step3: Search by preceding tokens

Step4: Search by token similarity

Step5: Update the parse tree

Pinjia He, et al. Drain: An Online Log Parsing Approach with Fixed Depth Tree, 2017.



9Shenglin Zhang, et al. Syslog Processing for Switch Failure Diagnosis and Prediction in Datacenter Networks, 2017.

FT-tree

 Arrange each line of log 

words in descending order 

according to word 

frequency

 Insert descending word 

sequence into a tree 

structure

 prune the tree,  remove 

the node which has too 

many children

 support incremental 

Template Learning

Methodology - Log Parsing  



Methodology - Feature Extraction

Fixed Windows

 based on timestamp

 window size: time duration (delta t)

 window number depends on the predefined 

window size 

Sliding Windows

 based on timestamp

 window size & step size (e.g. hourly window 

sliding every five minutes)

Session Windows

 based on identifier

 e.g. HDFS logs with block_id record the allocation, 

writing, replication, deletion of certain block

Log Sequence

Event Count Vector
[1, 0, 2, 0, 1, 0, 1, 1, 0, 1]
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Methodology – Anomaly Detection 

Step 1: convert event counts to chi squared stats 

(Bayesian Likelihood, TFIDF Chi2, Auto-Encoder)

Step 2: sum the chi squared stats

Step 3: detect sequence anomalies

 Static Threshold, Time Series Models

3-sigma
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Challenge Statement

Datasets 

 trainsets: log files without anomalies 

 testsets: log files with anomalies

Evaluation

 F1 score

 code efficiency

Submission

 concat_answer.csv

 source code

Trick: the logs contain the keywords like “failed”, ”error”, “warn”
do not necessary represent system anomalies.
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