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How do we generate 
adversarial examples?
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That sounds bad. 

Let's defend against it....













That was 2018 
How are things today?





We evaluated 13 defenses proposed at 
(ICLR|ICML|NeurIPS) 20(18|19|20)

All were broken.  
Adversarial accuracy of roughly 0%.

Tramer, Carlini, Brendel, Madry. "On Adaptive Attacks to Adversarial Example Defenses"



This is not new ...
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Another weakness of the paper is that 
defenses are broken by existing techniques. 
Indeed, at the end of the analysis, most of the 
defenses are broken either by using EOT, 
BPDA, or by tuning the parameters of existing 
attacks such as PGD. Some defenses are 
broken by using decision based attacks. All 
this techniques already exist in the 
litterature [1,2,3,4]; hence the technical part is 
not novel (see also related work section).

Reviewer 3:



The problem 
is methodological
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Not everything 
is broken ...



Idea #1:  
Adversarial Training

Madry et al. "Towards Deep Learning Models Resistant to Adversarial Attacks"
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Idea #2:  
Certified Defenses



Lecuyer et al. "Certified Robustness to Adversarial Examples with Differential Privacy"
Cohen et al. "Certified Adversarial Robustness via Randomized Smoothing"





What's 
next?





The Year is 1997





Back to (the future)







Are we crypto in the 90's?



Maybe not. 

Three reasons. 



Reason 1. 





Attack Success Rates in Security
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Reason 2. 
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Claim: 
We are crypto pre-Shannon



Reason 3. 



It's not just 
adversarial shifts ...





Taori et al., "Measuring Robustness to Natural Distribution Shifts in Image Classification"



Humans

Taori et al., "Measuring Robustness to Natural Distribution Shifts in Image Classification"



Conclusion



We've come a long way towards 
understanding adversarial robustness. 

We still have a long way to go.
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